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Abstract 

In recent years, algorithmic decision-making mechanisms and machine 

learning have been increasingly used by the private sector and then by state 

agencies. Despite the advantages such as increasing the speed, accuracy and 

reducing the cost of decisions, the algorithm has created new challenges for 

the principles of administrative law, such as jurisdiction and judicial 

supervision, due process, transparency, impartiality and, non-discrimination. 

This article tries to analyze the aforementioned challenges considering the 

necessity to adapt to the new achievements of mankind on the one hand and 

preserve the ancient achievements such as respect to the rule of law on the 

other hand. Revision in administrative law, taking into account the 

continuous development of technology, can finally turn the theory of 

algorithmic administrative law into a prominent theory in administrative law. 

The requirements related to upgrading existing technologies and removing 

their disadvantages to make algorithmic processes more transparent can still 

preserve the fundamental value of the rule of law and prevent it from turning 

into the algorithmic rule. Algorithm technology has not been as formidable 

and destructive as to deplete administrative law of its foundations, nor is it 

so insignificant that it does not justify the necessity of re-articulating the 

foundations of this legal branch. 

KeyWords: Artificial Intelligence, Machine Learning, Algoritmic 

Governance, Decision Making, Jurisdiction. 
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 راهکارها و هاچالش اداري؛ حقوق و الگوریتم

2تنگستانیمحمدقاسم ، 1برلیان،مرادي مهدي
 

 

 

 چکیده

صورت فزاینده مورد استفادة بخش گیري الگوریتمی و یادگیري ماشین بهدر سالیان اخیر سازوکارهاي تصمیم
گفته با وجود مزایایی همچون افزایش دولتی قرار گرفته است. فناوري پیش هاياز آن سازمان خصوصی و پس 

هاي نوینی شدة حقوق اداري را با چالشگیري، اصول و موازین پذیرفته سرعت، دقت و کاهش هزینه در تصمیم
ارت صلاحیت اداره و نظ«است. سرشت الگوریتم و چگونگی عملکرد آن، رویکرد موجود نسبت به رویارو کرده 
را در دام محذوراتی جدي گرفتار کرده » تبعیضطرفی و عدمبی«و » شفافیت«، »ايعدالت رویه«، »قضایی بر آن

هاي ضرورت همگامی با دستامده عنایت به تحلیلی و باکوشد با کاربست روشی توصیفی است. نوشتار حاضر می
حاکمیت قانون و اصول مبتنی بر آن از سمتی سو و حفظ دستاوردهاي کهن همچون التزام به نوین بشر از یک

گفته را واکاوي نموده و از این طریق راهکارهایی را براي برقراري تعادل میان دو ضرورت هاي پیشدیگر، چالش
زمینه پیشنهاد دهد؛ بازبینی در حقوق اداري در صورت همگامی با این  گذاري مناسب درگفته و سیاستپیش

گیري هاي آن درحال شکلنهایت نظریۀ حقوق اداري الگوریتمی را که پایهتواند در ي میتطورات مستمر فناور
هاي موجود و رفع معایب است، به نظریۀ درخور توجه در حقوق اداري تبدیل کند. الزامات مربوط به ارتقاي فناوري

ارزش بنیادي حاکمیت قانون را  تواند همچنانتر شدن فرآیندهاي الگوریتمی میها نیز در راستاي هرچه شفافآن
چنان مهیب و ویرانگر است که حقوق حفظ و مانع از تبدیل آن به حاکمیت الگوریتم شود؛ فناوري الگوریتم نه آن

بندي دوبارة بنیادهاي این اهمیت است که بایستگی مفصلاداري را از بنیادهاي خود تهی سازد و نه آن میزان کم
 .شاخۀ حقوقی را توجیه نکند

 گیري، صلاحیتمصنوعی، یادگیري ماشین، حکمرانی الگوریتمی، تصمیمهوش واژگان کلیدي:
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 مقدمه

هاي گوناگون علوم انسانی و هاي فناورانه اطلاعات و ارتباطات دیجیتال، سویهگیري پیشرفتشتاب

داده را با تطورات رخها را وادار ساخته تا خود تأثیر قرار داده و آناز جمله علم حقوق را عمیقاً تحت

ترین ازجمله مهم 1»الگوریتم«هاي مبتنی بر گیري از فناوريسازگار سازند. گسترش بهره

کم هاي بشر در دهۀ اخیر است که اگر بنیادهاي حقوق را دچار دگردیسی نکرده باشد، دست دستامده

ز پهنۀ گستردة چنین نظر ااست. صرف هاي درخورتوجهی روبرو کردهها را با چالشبرخی از آن

هاي دانش حقوق در رویارویی با دنیاي الگوریتم و مثابۀ یکی از شاخهتحولی، حقوق اداري به

هاي ناشی از ادارة جوامع توجه به دشواريهاي بسیاري شده است. بامصنوعی دچار تلاطم هوش

رها از الگوریتم، پیچیدة کنونی و انبوهگی وظایف اداره، قوة مجریه اکنون در بسیاري از کشو

 جزئی یا کامل خودکارسازي یا مصنوعی براي پشتیبانیطورکلی هوش به و 2»ها داده کلان«

 هاالگوریتم محاسباتی، قدرت روزافزون افزایش با. کندمی استفاده خود گیري تصمیم فرآیندهاي

 )Goossens, 2021: 80( .شوندمی اجرا خودکار صورتبه افزارينرم هايبرنامه طریق از راحتی به

 که مرکب و مؤثر انتزاعی، محدود، کنترلی ساختار با ریاضی هاي سازه«توان الگوریتم را می

تعریف کرد.  )Hill, 2015: 35» (دهند می انجام شده به آنداده قواعد تحت را معینی هدف

د جایگزینیِ کامل حهاي اداري حتی تابراي بهبود عملکرد سازمان 3»هاي یادگیري ماشینالگوریتم«

صورت  به هاي انسانی با ماشین مورد توجه قرار گرفته است؛ چارچوبی کهگیري برخی تصمیم

را پدیدار ساخته  4»جامعۀ الگوریتمی«شده و از یک نظرگاه  کار گرفتهغیردولتی به روزافزونی در بخش

داراي دو  5»الگوریتمیگیري هاي تصمیم سامانه) «(Peeters and Schuilenburg, 2021: 1 .است

هاي ها براي استنتاجتحلیل مقادیر زیادي از دادهوبر تجزیه ویژگی کلیدي هستند؛ نخست، تکیه

گویانه همچون احتمال افزایش تقاضاي مصرف برق؛ دوم، خودکارسازي کامل یا جزئی اجراي  پیش

) استفاده از Amariles, 2021: 273( .تصمیمات مانند افزایش قیمت انرژي در ساعات اوج مصرف

تصور است. کاربست فناوري قابل 6»تمیبر الگوردولت اداري مبتنی «هاي کاربردي در  انواع برنامه

                                                 
1. Algorithm 

2. Big Data 

3. Machine-Learning Algorithms (MLA) 

4. Algorithmic Society 

5. Algorithmic Decision Systems (ADS) 

6. Algorithmic Administrative State 
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ها و گیري و اجراي آن، کاهش هزینهگفته گرچه مزایایی مانند افزایش دقت، سرعت در تصمیمپیش

دنبال داشته است، اما به طورکلی کارایی در مدیریت خدمات عمومی توسط نهادهاي اداري را به

 است. میان آوردههاي بنیادین را بهشدة حقوق اداري دشوارهمشخصاً در ارتباط با بنیادهاي پذیرفته

ترتیب اینتوان بههاي اصلی پژوهش حاضر را میگفته پرسشبرمبناي توضیحات پیش

میزان اجراي اصول  تم تا چهگیري مبتنی بر الگوریگیري از فرآیندهاي تصمیم بندي کرد: بهره صورت

هاي الگوریتم در حقوق و موازین حقوق اداري را با محذورات مواجه ساخته است؟ آیا گسترة چالش

هاي اداري به میزانی هست که بتوان از تغییر در بنیادهاي حقوق اداري و لزوم ارائه انگاره یا انگاره

کشورهاي پیشرو در عرصه فوق، گسترش جدید در این شاخۀ حقوقی سخن گفت؟ باتوجه به تجربۀ 

اي براي دیگر استفادههاي دولتی داراي چه رهاوردهاي قابلگیريمصنوعی در تصمیمکاربست هوش

 کشورها و ازجمله ایران است؟

) بنیادهاي حقوق اداري همچون نظارت 1قرار زیر است: ( رو نیز بههاي پژوهش پیشفرضپیش

کارگیري الگوریتم در حقوق اداري نیازمند بازبینی  اي و شفافیت با بهرویهقضایی، صلاحیت، عدالت

بر معیارهاي مرسوم کاربست  شدن دولت اداري هستند. تکیهجهت تطبیق با روند فزایندة الگوریتمی

بیان دلایل در اتخاذ تصمیمات اداري و طرفی و الزام بهها، بیهاي اداري و نظارت بر آنصلاحیت

گیري حال وقوع تصمیم گوي دگردیسی درتواند پاسخ گیري اداره نمیرایندهاي تصمیملزوم شفافیت ف

داراي ظرفیت  ماشین یادگیري هاي الگوریتم اگرچه )2اداري به گونۀ الگوریتمی آن باشد؛ (

باید  بندي نظریۀ حقوق اداري الگوریتمی صورت بهبودبخشی به تصمیمات اداري هستند، ولی در

تواند ) ملاحظۀ پیشین می3ي بنیادین حقوق اداري در اشکال نوین بازطراحی شود؛ (هااهداف آموزه

تر شدن ها را در راستاي هرچه شفافهاي موجود و رفع معایب آنالزامات مربوط به ارتقاي فناوري

دنبال داشته باشد و همچنان ارزش بنیادي حاکمیت قانون را حفظ و مانع از فرآیندهاي الگوریتمی به

 بدیل آن به حاکمیت الگوریتم شود.ت

صورت مشخص به آثار و گرفته تاکنون در ادبیات داخلی پژوهشی که بهحسب بررسی صورت

هاي الگوریتمی بر حقوق اداري پرداخته باشد، انجام نشده است؛ هرچند دربارة  پیامدهاي فناوري

ضرورت بحث مورد هایی صورت گرفته که بهگیري از هوش مصنوعی در حقوق، پژوهشبهره

هاي اخیر تازگی و طی سالاستفاده قرار خواهند گرفت. در ادبیات خارجی موضوع مقالۀ حاضر به

 ها بهره گرفته شده است.شده که در این مقاله از آندستمایۀ پژوهشگران واقع
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ترین مفاهیم کلیدي پژوهش شامل الگوریتم، یادگیري ماشین و در نوشتار حاضر، نخست، مهم

شود؛ سپس ضمن بیان پیامدهاي کاربست الگوریتم در حقوق اداري، کمرانی الگوریتمی واکاوي میح

کارگیري خصوص به آخر، راهکارهایی درگیرد و دستهاي آن مورد تحلیل قرار میترین چالشمهم

 شود.هاي مذکور در حقوق اداري ارائه میفناوري

 شناسیمفهوم  .1

ترسیم این چارچوب واکاوي مفاهیم اساسی مربوط استوار است. بدون بخش نخست نوشتار حاضر بر 

 توان به مطالعۀ بایستۀ نسبت الگوریتم و حقوق اداري پرداخت.مفهومی، نمی

 الگوریتم .1-1

شوند. می اجرا رایانه توسط که دانست هاییها را دستورالعملالگوریتم توانمی ترین سطحدر ابتدایی

 ابتدایی بسیار هاي الگوریتم از اي مجموعه سروکار دارد، داراي هاآن با هرروز انانس که هایی رایانه

 مکانیکی قطعات به که اولیه خروجی/ورودي سیستم( 1شوند می شناخته BIOS نام به که هستند

 روزانه استفاده که هایی برنامه تمام )؛Domingos, 2015: 1() کاري انجام دهندچه گویدمی کامپیوتر

 وظایف انجام براي که هستند هایی الگوریتم واژه، پردازشگرهاي تا گرفته وب مرورگرهاي از ود،شمی

 نسبتاً هاییها ساختاري ساده دارند؛ یعنی دستورالعمل الگوریتم بیشتر .اند گرفته قرار هم کنار در خاص

 .هستند قطعی کموبیش با نتایج و ابتدایی

 کرده بینیپیش قبلاز نویسبرنامه که خاصی هايجیخرو با خاص هايورودي به الگوریتم

 برگردد برنامه هاي دستورالعمل به تواند می نویس برنامه حادث شود، مشکلی اگر. دهدمی پاسخ است،

هاي الگوریتم البته باید میان )Tutt, 2016: 93( .کند تصحیح را آن و پیدا را خطا بروز دلیل تا

 را خود پارامترهاي که هایی الگوریتم با شده، تعریف انسان توسط لاًکام هاآن عملکرد که فته پیش

جدول زیر  (Pilving, and Mikiver, 2020: 51) .دهند، تفاوت گذاردمی تغییر ستقل طوربه

 دهد.هاي مختلف الگوریتم را از شکل ساده تا بسیار پیشرفته نشان می گونه

                                                 
1. Basic Input/Output System 
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 )Tutt, 2016: 107(جدول انواع الگوریتم 

 تعریف ونهگ

 از ايمجموعه صرفاً الگوریتم است؛ یعنی قطعی (غیراحتمالی) کاملاً الگوریتم 1جعبه سفید

 .است شدهتعیین پیش از هايدستورالعمل

 توضیح و بینیپیشقابل راحتیبه آن قطعیغیر هايویژگی اما است، قطعیغیر الگوریتم 2جعبه خاکستري

 .است

 را آن هايویژگی توضیح یا بینیپیش که دهدمی نشان را نوظهوري هايگیویژ الگوریتم 3جعبه سیاه

 کند.می غیرممکن یا دشوار

 برود. رفته فراتر آن از یا رسیده انسان هوش به تواندمی الگوریتم 4داراي ادراك

است؛ یعنی هوش مصنوعی از هوش بشر پیشی  بازگشتی خود بهبودي به قادر الگوریتم 5تکینگی

 رد.گیمی

 یادگیري ماشین .2-1

 یا کسب با را خود خدمات مصنوعیهوش  سامانۀ یک آن طی است که یادگیري ماشین، فرآیندي

 از استفاده با دهد. یادگیري ماشین عمدتاًارتقا می جدید هايمهارت یا دانش مجدد سازماندهی

 از برداري کلاه تشخیص مثال، نعنوا به( بینی پیش یا ها موقعیت ارزیابی براي یادگیري هاي الگوریتم

 6،»اشیا اینترنت« در (Pilving, and Mikiver, 2020: 50) .شود می مشخص اعتباري) کارت

 انجام صریح یزير بدون برنامه را وظایف تا کند می کمک شدهتوزیع هايسامانه به ماشینی یادگیري

) Greengard, 2021:39است. ( مفید دورسنجی و بینیپیش نظارت، براي ویژهبه این امر دهند؛

عنوان گونه پرکاربرد و ساده به 7»نظارتیادگیري تحت« همچونهایی یادگیري ماشین داراي گونه

قبل به آن ارائه شده است، الگوها را فرا گرفته و بر مبناي آن عمل هایی که از که براساس مثال

هاي بدون الگوهاي پنهان از دادهیعنی تشخیص ساختارها و  8»نظارتیادگیري بدون« کند، می

                                                 
1. White Box 

2. Grey Box 

3. Black Box 

4. Sentient 

5. Singularity 

6. Internet of Things (IoT) 

7. Supervised Learning 

8. Unsupervised Learning 
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-است که پیچیده1»شدهیادگیري تقویت«آخر ) و دستEbers, 2020: 43(برچسب توسط الگوریتم

شدهتعیینپیشازآموزشیدادهمجموعهیکازهاترین نوع یادگیري ماشین بوده و در آن الگوریتم

گیرند.گیري، فرا مییادمحیطیکازحاصلهايدادهازبلکهگیرند،نمییاد

نمودار انواع یادگیري ماشین

)Seetharam, Shrestha and Sengupta, 2020: 111(

است که امروزهمصنوعیهوشوماشینیادگیريازايگونه2»یادگیري عمیق ماشین«

ازيیادگیرقابلیت دلیلبه. شودمیگرفتهنظردر3»چهارمصنعتیانقلاب«اصلیفناوريعنوانبه

ايکاربردهاي گستردهگرفتهنشئت4»مصنوعیعصبیشبکه«ازکهیادگیري عمیقفناوريها،داده

امنیتمتن،تحلیلوتجزیهبصري،تشخیصبهداشتی،هايمراقبتمانندمختلفهايزمینهدر

خود و گفته که هنوز به مرحلۀ تکامل) فناوري پیشSarker, 2021: 419(.... یافته استوسایبري

آورد؛ قابلیت تفکر تري را از نظرگاه حقوقی پدید میهاي بنیادياستفادة گسترده نرسیده است، چالش

اي شبیه انسان، دشوارة امکان اعطاي شخصیت حقوقی به این فناوري و نحوة اندازهو خودآگاهی تا

)323: 1399(واثقی، .تعیین مسئولیت حقوقی (مدنی، کیفري و اداري) را مطرح ساخته است

                                                
1. Reinforcement Learning

2. Deep Learning Machine (DLM)

3. The Fourth Industrial Revolution: Industry 4.0

4. Artificial Neural Network (ANN)
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 حکمرانی الگوریتمی -3-1

را روشی از حکمرانی  2»الگوکراسی«یا  1»حکمرانی الگوریتمی«توان می در برداشتی روشن

گیري و اجراي آن بهره هاي مبتنی بر الگوریتم براي تصمیمدانست که در آن دولت از فناوري

 این که بزرگی است هاي گام دنبالۀ ماشین یادگیري هاي الگوریتم از دولت گیرد. استفادةمی

 بهبود را مهم هاي تصمیم هاالگوریتم در بخش اخیر، اند؛ برداشته خصوصی بخش در ها الگوریتم

نقلیۀ وسایل  از استفاده ها، بیماري تشخیص در گیري تصمیم مانند کنند، می بخشیده و خودکار

 دو هر در دولتی نهادهاي در کشورهاي پیشرفته،. اعتباري هايکارت در تقلب کشف و خودران

مهم تکیه  هاي گیري تصمیم به کمک براي ماشین یادگیري هاي الگوریتم بر ملی، و محلی سطح

 الگوریتمی عصر در گر آن است که بشراین امر نشان )Coglianese and Lehr, 2019: 3( .اندزده

 و دهی شکل تأثیر، براي ديقدرتمن هاي روش به کامپیوتر علوم و ریاضیات آن در که کند می زندگی

 به رو،ایناز )Greengard, 2021:92( .گیرند می قرار هم کنار در ها و جوامع،انسان رفتار هدایت

شکل گرفته  توجهی قابل اتکاي ها داده پیکربندي و سازي مرتب تجزیه، استخراج، براي هایی الگوریتم

 مبتنی گیريتصمیم هاي سامانه به گیريصمیمت سپاري اختیاراتبرون براي ايفزاینده است و تمایل

هاي کاربست ترین حوزه) در جدول زیر مهمDanaher, et.al, 2017: 2( .دارد وجود الگوریتم بر

 صورت مختصر معرفی شده است.متحده آمریکا بهالگوریتم در حکمرانی در ایالات 

 )( Engstrom, et.al, 2020:10 یتمیالگورجدول ابزارهاي حکمرانی 

حوزه 

 مورداستفاده

 متحدة آمریکا)مثال (ایالات تعریف

وظایفی که اهداف اقدامات  3اجرا

اجرایی اداره را شناسایی یا 

 کند.بندي میاولویت

 کمیسیون بورس و اوراق بهادار و مراکز خدمات درمانی

 گمرك و حفاظت مرزي اداره چهره تشخیص هاي سامانه

 نقلوحمل امنیت و

تحلیل و 

 4ارتنظ

آوري وظایف مربوط به جمع

تحلیل اطلاعاتی که ویا تجزیه

-دهندة سیاستشکل

 شکایات از کنندهمصرف مالی حمایت دفتر تحلیلوتجزیه

 کنندگانمصرف

 هاي آسیب کارگران توسط اداره آمار کارکدگذاري روایت

                                                 
1. Algorithmic Governance 

2. Algocracy 

3. Enforcement 

4. Analysis and Monitoring 
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 دارووغذاتحلیل عوارض جانبی داروها توسط ادارة وتجزیه هاي اداره هستند. گذاري

وظایف مربوط به حمایت از  1داوري

ها درخصوص حقوق و داوري

 منافع.

 اشتباهات اصلاح براي اجتماعی تأمین سازمان سامانه

 فصل اختلافات (داوري)ومربوط به حل

 در براي داوري تجاري علائم و اختراع ثبت اداره ابزارهاي

 تجاري علائم و اختراع ثبت هايدرخواست مورد

مات عمومی خد

 2و مشارکت

 مستقیم ارائه از که وظایفی

 یا حمایت عموم به خدمات

 مقاصد براي را مردم با ارتباط

 کند.گوناگون تسهیل می

 و متحدهایالات پستی خدمات خودران نقلیه وسایل پروژه

 دستخط تشخیص ابزار

 خدمات و شهرسازيومسکن وزارت 3»باتچت«سرویس 

 متحدهتایالا مهاجرت و شهروندي

وظایف مربوط به مدیرت  4مدیریت داخلی

منابع همچون مدیریت 

کارکنان، تدارکات و نگهداري 

 هاي فناوري. از سامانه

 به کمک براي انسانی خدمات و بهداشت وزارت ابزارهاي

 تدارکات گیريتصمیم

 قانونی انطباق از اطمینان براي عمومی خدمات اداره ابزار

 فدرال هايدرخواست

 سایبري حملات با مقابله براي داخلی امنیت وزارت ارابز

 اداره هاي سامانه به

یابد؛ نخست، در عمدتاً از دو سویه با اشکال پیشین حکمرانی تفاوت می حکمرانی الگوریتمی

اي توزیع و اعمال شود، مراتب پیچیدهکه از طریق سلسلهحکمرانی الگوریتمی اقتدار بیشتر از آن

کند، اعمال شکل رفتارها را ساختاربندي می که افزارينرم هايسامانه راه از ايفزاینده طور به

دهد. این دگردیسی  می تغییر را سوژه/ابژه اولیه اي روابط تا اندازه الگوکراتیک شود؛ دوم، حکومت می

 عنوانبه دهد که همهاي سامان میگونهبه اطلاعاتی هاي شبکه و هاسامانه طریق از روابط قدرت را

 معماري اي فروپاشی مدیریت عمودي بهشوند؛ گونهتابع محسوب می هایی شبکه چنین در 5»ها گره«

 )Aneesh, 2002: 1( .که داراي ساختاري افقی هستند اطلاعاتی هايسامانه نوپدید

 6و حکمرانی سراسربین )Weber, 1978: 56(معناي حاکمیت اداره سالاري بهکه دیوانحالیدر

، حکمرانی الگوریتمی مبتنی بر )Foucault, 1979: 200-201( حاکمیت مراقبت و نظارت استنماد 

                                                 
1. Adjudication 

2. Public Services and Engagement 

3. Chatbot 

4. Internal Management 

5. Nodes 

6. Panopticon 
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 و قوانین اقتدار پذیرش به مردم واداشتن طریق از سالارانهدیوان است. سلطه 1»کد«حاکمیت 

 گیريجهت به نیازي الگوکراتیک حکمرانی فنی الزامات شود؛ امامی اعمال غیرشخصی مقررات

 دست به را توانایی این نویسی برنامه هايفناوري .ندارد درجه همان با اقتداري رابطه و ريسالادیوان

 .دهند ساختار قوانین، پذیرش سمت به افراد دادن جهت به نیازبدون را رفتار ممکن شکل که اند آورده

)Aneesh, 2009: 356آن وبري معنايبه مشروعیت به نیازي اقتدار الگوکراسی، چارچوب ) در 

 ریزيبرنامه و تعیین پیش از مسیرهایی چنین یا ندارد وجود جایگزینی مسیرهاي یا زیرا ندارد،

گفته را فراهم گونه از حکمرانی پیش ) جدول زیر امکان مقایسۀ سهAneesh, 2002: 9( .اند شده

تفاوت ضعف موکنونی هر سه سویۀ حکمرانی با شدت عمل در جهانکند؛ با این توضیح که درمی

 شوند. مشاهده می

 .)Aneesh, 2002: 19( هاي حکمرانیجدول مقایسۀ گونه

 حکمرانی

 الگوریتمی سراسربین سالاريدیوان هاي بنیادینویژگی

 کد 3مراقبت/نظارت مراتبسلسله 2سلطه/اقتدار

 5پذیريبرنامه 4پذیريرؤیت هارویه آورماهیت اعمال الزام

 بالا متوسط کم پذیريانعطاف

 افقی افقی عمودي همگرایی

 پایین متوسط بالا اقتدار مدیریتی

 الگوریتمی گیري اداريتصمیم .4-1

گیري اداري تصمیم«تر براي نوشتار حاضر عبارت دقیقیا به 6»گیري الگوریتمیتصمیم«

یا  هاي سادهخودکار ازطریق الگوریتمصورت خودکار یا نیمهتصمیماتی هستند که به 7»الگوریتمی

نظارت شوند. عمدتاً تصمیماتی که برمبناي یادگیري بدونپیچیده همچون یادگیري ماشین اتخاذ می

ها شوند، بیشترین چالشصورت کاملاً خودکار و یا مستقل توسط ماشین گرفته میشده و بهو تقویت

                                                 
1. Code 

2. Dominance 

3. Surveillance 

4. Visibility 

5. Programmability 

6. Algorithmic Decision Making (ADM) 

7. Algorithmic Administrative Decision Making (AADM) 
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مورداشاره کرد که توان به این دنبال دارند. براي مثال میرا براي بنیادهاي مرسوم حقوق اداري به

هاي مالیاتی بتواند افراد را برمبناي وضعیت شغلی، صورت مستقل در ارتباط با اظهارنامهسامانه به

البته استفاده از الگوریتم براي  )Williams: 2018: 4( .بندي کندها گروهاقتصادي و مالی آن

آید. از دهۀ هشتاد میلادي این میشمار ناي کاملاً نو بههاي دولتی پدیدهگیريخودکارسازي تصمیم

کار گرفته شده است. گونی همچون حمایت از کودکان یا حوزة رفاه اجتماعی بههاي گونهفناوري در زمینه

براي اجازه وارد شدن اشخاص به داخل یک  1»اسکنرهاي گذرنامه«هاي جدیدتر شامل استفاده از  نمونه

مشهور  2»روبودبت«خدمات تأمین اجتماعی در استرالیا که به نام کشور و یا سامانه بازیابی بدهی مربوط به 

شده توسط انسان، به هاي تألیفهاي تطبیقی را ترکیب و با استفاده از فرمولشده است. این سامانه داده

 پردازد؛ هدف از طراحی سامانه مذکور، بازیابیکنندگان خدمات رفاهی میتولید خودکار نامه براي دریافت

 )Carney, 2018: 2( .اجتماعی است تأمین پرداخت اضافه هاي مربوط به بدهی

شود؛ هاي اداري خلاصه نمیگیريهاي مختلف آن تنها در تصمیمکاربست الگوریتم در گونه

توان به توان کاربردهایی براي الگوریتم در قلمروهاي مختلف حقوقی داشته باشد؛ ازجمله میبلکه می

حتی طراحی  ها و یامک به وکلا و مشاوران حقوقی در دفاع از پروندهالگوي یادگیري براي ک

هاي هاي مبتنی بر آراي صادرشده و دیگر اطلاعات براي کمک به قضات در رسیدگیالگوریتم

هاي مختلف اسناد حقوقی اشاره بندي خودکار گونهبندي و خوشههاي دستهچنین روشقضایی و هم

هاي بسیار، پیشنهادهایی براي دگردیسی نظام ) باوجود مقاومتSurden, 2014: 101-114( .کرد

 يبرا) Sourdin, 2018: 1115قضایی با حذف قضات و جایگزین شدن الگوریتم ارائه شده است (

را به پارلمان این کشور  3»محکومیت برخط خودکار«، دولت انگلستان پیشنهاد استقرار فرآیند مثال

هاي محتمل چنین یکی از حوزهدر پارلمان متوقف مانده است؛ هم 2017ارائه کرده که البته از سال 

 صورت گسترده عملی نشده استنویس قوانین است که هنوز بهاستفاده از الگوریتم، تهیۀ پیش
(Zalnieriute, et.al, 2021: 256-7) 

                                                 
1. Passport Scanners 

2. Robo-Debt 

3. Automatic Online Conviction 
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 هاچالش  .2

الگوریتم و یادگیري ماشین، از  ها به استفاده ازتوجه و تمایل روزافزون دولتبا وجود مزایاي قابل

شوند، هاي بنیادین حقوق عمومی که عمدتاً در چارچوب حاکمیت قانون تعریف می نظرگاه ارزش

 توان نادیده انگاشت.هاي این فناوري (به شرح زیر) را نمیچالش

 صلاحیت اداري و نظارت قضایی بر آن  .1-2

کند که در  مقرر قانون کند. اگرشخص میدر حقوق عمومی، صلاحیت حیطۀ عملکرد اداره را م

تصمیم  تواند (صلاحیت اختیاري) یا باید (صلاحیت تکلیفی) می عمومی مقام »الف«صورت رخدادن 

اتفاق » الف« آیا این امر باشد که صحیح ارزیابی باید اداري نخستین اقدام مقام را اتخاذ کند،» ب«

 توسط نه و یتمیالگور ياسامانه توسط »الف« طیشرا وجود اگر حالافتاده است یا خیر. 

 حقوق منظر از صلاحیت رایج مفهوم در تغییري چه ،شود نیی) تعي(مقام ادار یانسان رندهیگ میتصم

 به مجهز شهرداري ساز،وساخت مجوزهاي صدور براي کرد فرض توانمی شود؟می ایجاد اداري

 پروانه آیا که بگیرد تصمیم کنند،می ارائه آن به متقاضیان که مدارکی به با توجه که شود ماشینی

 شکایت دادگاه به سازوساخت پروانه صدورعدم تصمیم از توانمی آیا حال. شود صادر باید سازوساخت

 با هاییتفاوت چه واجد الگوریتم تصمیم بر قضایی نظارت اداري، مقام به انتسابقابلیت  از نظر کرد؟

و یادگیري  تمیمختلف الگور يهاگونه به توجه با رسدیم نظربه است؟ انسانی کاملاً تصمیمات

که صورتیانداز متفاوتی داشته باشند. باتوجه به مطالب پیشین، درتوانند چشمها میماشین، پاسخ

محور باشد، امکان انتساب عمل به مقام سفید یا قاعدههاي جعبهفناوري مورداستفاده از گونۀ الگوریتم

مقام قضایی با بررسی معیارهاي  ) در اینجاWilliams, 2022, 484( .نیست اداري بعید

تواند نویس آن را به ماشین ارائه کرده است، میشده که توسط اداره تعریف و برنامهگذاري برچسب

 این، باتوجه به این واقعیت که تصمیماتبربودن تصمیم را مورد ارزیابی قرار دهد؛ افزونقانونی

 مات،یتصم آن صحیح ارزیابی براي هستند سامانه پیرامون فرآیندهاي تأثیر تحت شدت به خودکار

 یفرض در گفتهشیپ لیتحل (Cobbe, 2019: 640) .تاس يضرور زین یرامونیپ يندهایفرآ یابیارز

گیري گیري کاملاً خودکار و بدون دخالت عنصر انسانی در چرخۀ تصمیمکه فرآیند تصمیم است

شده، بخشی از فرایند تعینن بر تعیین مقادیر ورودي و تبیین نتایج از پیشاست. اگر افزو

گیري نیز با دخالت عنصر انسانی باشد، طبیعتاً چالش مربوط به انتساب تصمیم به مقام اداري  تصمیم

هاي تواند در کاربست صلاحیت هاي ساده نمیبرانگیز است؛ دوم، استفاده از الگوریتمکمتر بحث
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هاي گیري الگوریتمی در این حوزه نیازمند طراحی الگوریتمچندان مناسب باشد. تصمیماختیاري 

سیاه و  ها در سطح بسیار پیشرفته نظیر جعبههمین جهت اگر استفاده از الگوریتمپیشرفته است؛ به

 گیري دربارة قابلیتها، تصمیمآن یادگیري عمیق ماشین صورت پذیرد، با توجه به ماهیت و ویژگی

هاي  ها نه بر اساس دادهاین الگوریتمانتساب تصمیمات اتخاذي به مقام اداري بسیار دشوار خواهد بود؛ 

گذاري شده، بلکه از طریق فرآیندي پیچیده که نظیر فرآیند تفکر و خودآگاهی از پیش تعیین و برچسب

هایی  ن سامانهپردازند. درنظر گرفتن شخصیت حقوقی براي چنیگیري میآدمی است، به تصمیم

 )Barfield, 2021, 6( .بندي کندها را صورتاي نظام مسئولیت حقوقی آناندازه تواند تا می

 عنوان به بالاترین مقام یک سازمان اداري را دولت طی لایحۀ تقدیمی به پارلمان در فنلاند، 

تعیین کرد که با  شود، می الگوریتم کاملاً خودکار اتخاذ طریق از که تصمیمی هر نهایی مسئول

فرض  در استدلال کرد که کمیته مزبور مخالفت کمیتۀ قانون اساسی پارلمان مواجه شد.

 یک عملکردي نقش بر مبتنی که مسئولیتی ساختار از را خود گیري خودکار، الگوریتم تصمیم

و  است تصنعی و موهوم بالاترین مقام اداري، مسئولیت. کندمی جدا است انسانی گیرنده تصمیم

)؛ در هر Suksi, 2021: 97مطابق قانون اساسی عامل انسانی مسئول تصمیمات اتخاذي خود است (

گیري یادگیري ماشین، نحوه ارزیابی اي ناشناختۀ فرآیند تصمیم شکل، ماهیت پیچیده و تا اندازه

که از آنکند. این پیچیدگی پیش هاي دوچندانی روبرو میدادگاه از تصمیمات اتخاذي را با دشواري

گیر دادگاه شود، شاکی یا مدعی را نیز با دشواري مواجه خواهد ساخت؛ چراکه فراهم آوردن  گریبان

اي نیست. ها امر ساده داده دلایل غیرقانونی بودن تصمیم اتخاذي از سوي الگوریتم و دسترسی به

داري نیز صادق است؛ کارگیري ماشین در تصمیمات ا براي اصل به بودن یا تناسباتخاذ معیار معقول

یابی به اهداف تواند شامل بررسی این مسئله باشد که براي دستدرواقع، ارزیابی پیشینی دادگاه می

 گیري الگوریتم و یادگیري ماشین ضرورت داشته است یا خیر؟موردنظر، استفاده از سامانه تصمیم

هاي ر کرد که صلاحیتاز نظرگاه صلاحیت در حقوق عمومی، نباید از این ملاحظه نیز عبو

شده در قانون اعمال شود اما آیا این مقامات یا نهادها بینیقانونی باید توسط مقامات یا نهادهاي پیش

توانند اتخاذ تصمیم را به الگوریتم واگذار کنند؟ در چارچوب حقوق اداري ظاهراً پذیرفته شده که می

ار و یا عرف اداري اجازة آن را داده باشد و البته گذتفویض اختیار تنها در صورتی مجاز است که قانون

ها هاي مقامات اداري و البته وظایف اساسی آن تواند شامل تمام وظایف و صلاحیتاین تفویض نمی

بینی صریح امکان پیشرسد در فرض عدمنظر می) به67-62: 1391شود (طباطبایی مؤتمنی، 
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گذاري در این زمینه کاملاً صادق دان یا نقصان قانونخودکارسازي تصمیمات اداري که باتوجه به فق

 نظر واقع شود:تواند مطمحهاي زیر میاست، گزاره

گویی (لوث شدن مسئولیت) هاي ماشین، فرار از پاسخگیرينخست، با افزایش استفاده از تصمیم

 گیري به الگوریتم بسیار محتمل است؛مقامات اداري به دلیل واگذاري تصمیم

معناي واگذاري اختیارات به شخص (مقام یا نهاد) اداري دیگر است؛ تفویض اختیار بهدوم، 

که گونۀ پیشرفتۀ آن را واجد شخصیت حقوقی دانست توان شخص قلمداد کرد؛ مگر آنماشین را نمی

 رسد؛نظر میتأمل به که البته امري قابل

کننده را مسئولیت مقام اداري تفویض شدة تفویض اختیارات اداري،سوم، معمولاً در نظام پذیرفته

دهند. براي کاربست این چارچوب در شونده مدنظر قرار میاز باب نظارت بر اعمال تفویض

 که بود خواهد مشروع مواردي در الگوریتم از استفاده«هاي الگوریتمی برخی بر این باورند که  تصمیم

 را میتصم رییتغ تیصلاح کرده، اعمال میتصم بر يمعنادار نظارت دهد، نشان بتواند يادار مقام

 حالت این در )Cobbe, 2019: 640( .»گرفته است نظر در را مربوطه يهاداده تمام نکهیا و داشته

ارتباط با  ، اعمال چنین معیاري درنیباوجودا ؛است نگرفته صورت اختیار تفویض رسدمی نظر به

هاي مستقل گیريانی خارج و قادر به تصمیمیادگیري عمیق ماشین که از کنترل کامل عوامل انس

 نماید.برانگیز می است، چالش

 گیرياي و رعایت تشریفات قانونی در تصمیم. عدالت رویه2-2

هاي حقوقی با کم در بیشتر نظاموشده در حقوق اداري نوین که بیشجمله اصول و موازین پذیرفته از

عدالت «یا  1»رعایت تشریفات قانونی«شود، هده میهایی در تعبیر و گاهی نیز محتوا مشاتفاوت

هاي متحدة آمریکا هرگونه محدودیت وارد بر حقوق و آزادياست. در حقوق اداري ایالات 2»ايرویه

 اشخاص مستلزم رعایت تشریفات قانونی مربوط است. 

ول مقرر گردد که در بخش ا ریشۀ این اصل به اصلاحیۀ چهاردهم قانون اساسی این کشور بازمی

طی مراحل و تشریفات قانونی مقتضی، فردي را از حق زندگی،  هیچ ایالتی بدون«داشته است 

 Fourteenth( .»کندآزادي، مالکیت و یا برخورداري از حمایت مساوي [در برابر] قانون، محروم نمی

Amendment Citizenship, Equal Protection, and Other Rights of Citizens, Section 1). 

                                                 
1. Due Process of Law 

2. Procedural Justice 
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عالی آمریکا اقتدار بررسی اقدامات دولتی و تعیین میزان تطابق آن با تشریفات اصل مذکور به دیوان

توجه براي نظارت کند این اصل امروزه بیشتر نهادهاي قضایی را به ابزاري قابلقانونی را اعطا می

ترین الزامات له مهمها مجهز کرده است؛ ازجمبودن آنقضایی بر تصمیمات اداري و سنجش قانونی

 3»الزام به بیان دلایل«و  2»طرفیبی«، 1»استماع منصفانه«توان به حق برخاسته از این اصل می

 اشاره کرد.

 استماع منصفانه .1-2-2

گیري در مورد حقوق معناست که مقامات و نهادهاي اداري باید پیش از تصمیم استماع منصفانه بدان

-را شنیده و فرصت دفاع را نیز براي آنان مهیا کنند. حال اگر نهاد اداري بهها و منافع افراد دلایل آن

که جاي برگزاري جلسۀ استماع دفاعیات شهروندان، از الگوریتم یادگیري ماشین استفاده کند و یا این

صورت کاملاً خودکار باشد، آیا تشریفات قانونی رسیدگی رعایت شده است؟ گیري بهفرآیند تصمیم

بدست آمده  4»ماتیوس«توجه به معیارهاي حق استماع منصفانه در آمریکا که از پروندة ابرخی ب

گفته از طریق ماشین وجود دارد. از این است، بر این باور هستند که امکان تحقق معیارهاي پیش

تعیین امروزه براي  که کرد معیاري را ارائهسه موازنه آزمون عالی در پروندة مذکور یکنظرگاه، دیوان

) منافع 1: (شودکار گرفته میهاي اداري بهگیريرعایت تشریفات قانونی در تصمیمرعایت یا عدم

 و مالی جمله باراز دولت) منافع 3( و منافع این از نادرست محرومیت) خطر 2(تأثیر؛ تحت خصوصی

 در خصوصی منافع اگرچه .اضافی، معیارهاي موردنظر هستند هايرویه از استفاده به مربوط اداري

 اما یادگیري ماشین در عوامل گیرد،نمی قرار ماشین یادگیري تأثیرتحت) عامل اول( معرض خطر

ها را آن مثبت جهت در چشمگیري طوربه است ممکن موارد برخی در و دخیل است سوم و دوم

 ماشین یادگیري وريدا سامانۀ یک اگر که رسد می نظر در ارتباط با عامل سوم به تأثیر قرار دهد.تحت

 از توجهیقابل مقدار ندارد وجود تردیدي مرتفع کند، را شواهد استماع حضوري جلسات به برگزاري نیاز

کند. دربارة معیار دوم باید گفت برمبناي برخی شواهد جویی میصرفه دولت براي را دهندگانمالیات پول

 تريپایین خطاي نرخ داراي انسانی، گیري مبا تصمی مقایسه در ماشین یادگیري هاي موجود الگوریتم

درستی پیشنهاد شده که اداره به .دارد ها وجودخطا در آن کاهش براي توجهیهستند؛ بنابراین ظرفیت قابل

                                                 
1. Fair Hearing 

2. Impartiality/ No Bies 

3. Duty to give Reason 

4. Mathews v. Eldridge 
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انسان) در این زمینه استفاده کند تا افراد امکان تجدیدنظر از تصمیمات -از یک سامانه ترکیبی (ماشین

همین  به )Appel and Coglianese, 2021:169-170( .انی داشته باشندالگوریتمی را نزد داور انس

 منطق یا نتیجه توضیح منبع، کد شفافیت الگوریتمی، تأثیرات ارزیابی مانند ايرویه هايجهت، بایسته

 درخواست فرایند مربوطه (انسان در حلقۀ پردازش) که در وجود عامل انسانی و آن توجیهیِ

 و آشناتر گیريتصمیم هايسامانه به را خودکار هايسامانه کند،ررسی میافراد را ب تجدیدنظر

 )Waldman, 2021: 116( .کندمی نزدیک پاسخگوتر

گیري الگوریتمی در کشور کانادا، در فرایند تصمیم 1»خودکار گیريتصمیم دستورالعمل«موجب به

 یا زیاد تأثیر با رة مذکور تصمیماتمقر عامل انسانی باید در زمان مناسب حضور داشته باشد. مطابق

 طول در خاص انسانی مداخله نقاط داشتن بدون توان هاي افراد را نمیزیاد بر حقوق و آزادي بسیار

) Teresa, 2021: 22شود ( گرفته انسان توسط باید نهایی تصمیم و کرد اتخاذ گیري تصمیم فرآیند

تواند لزوماً برابر با حق استماع منصفانه قلمداد میگیري نهرچند حضور عامل انسانی در فرایند تصمیم

 تواند امکان آن را تا حدي فراهم سازد.شود، اما می

 . شفافیت و الزام به بیان دلایل2-2-2

هاي اداري است. شفافیت مستلزم آن گیرياز جمله اصول حاکم بر اقدامات اداره شفافیت در تصمیم

طورمناسبی توضیح داده و ها بهضوح تبیین و دلایل اتخاذ آنو است که تصمیمات نهادهاي اداري به

 هاي اداري، اداره بایدگیريکارگیري الگوریتم در تصمیمدر بهدر دسترس عموم قرار گرفته شود. 

 آن براي مورد استفاده روش سازي است، بهینه حال کارکرد موردنظر که در ازجمله الگوریتم، مشخصات

 (Coglianese and Lehr, 2017: 1208). کنند افشا را الگوریتم ورودي متغیرهاي و سازي بهینه

 چگونه و گرفته نظر در را متغیرها کدام مصنوعی هوش که مشخص کنند اداري نهادهاي اگر درواقع

 بیان آن) دلایل (الزام به ممکن است بتوان ادعا کرد که حق دریافت است، داده شکل را نهایی تصمیم

امکان نشان دادن زنجیرة هرچند با توجه به ماهیت پیچیدة یادگیري ماشین و عدم. برآورده شده است

بیان دلایل ، تحقق الزام بهکند تصمیم اداري معقول بوده استتحلیلی که ثابت میومنطقی تجزیه

) Goudge, 2021: 44، بسیار دشوار است (شده اتخاذ خودکارکم در فرضی که تصمیمات کاملاً دست

ها استدلال کفایت ارزیابی در ها ناچار هستند به تخصص ادارههاي قضایی دادگاهشکل، در رسیدگیدر هر 

هدف  که است کلی هاي ویژگی داراي) الگوریتم( ماشین اطمینان کنند؛ کافی است اداره ثابت کند نخست،

                                                 
1. Directive on Automated Decision-Making(DADM) 

 [
 D

O
I:

 1
0.

61
18

6/
qj

al
.1

0.
34

.1
63

 ]
 

 [
 D

ow
nl

oa
de

d 
fr

om
 q

ja
l.s

m
tc

.a
c.

ir
 o

n 
20

26
-0

1-
30

 ]
 

                            16 / 30

http://dx.doi.org/10.61186/qjal.10.34.163
http://qjal.smtc.ac.ir/article-1-1153-en.html


 179   راهکارها و ها چالش ؛يو حقوق ادار تمیالگور

 

 .دهد می انجام یخوب به را هدف آن که است شده دوم، ماشین اعتبارسنجی و کندمشخصی را دنبال می

 جریمه اعمال توجیه براي دماسنج یک داخلی عملکرد مورد در دقیق به ارائۀ دلیل نیازي براي مثال، اداره

 باید فقط بلکه، سرد ندارد، دماي در شدنیفاسد محصولات نگهداريعدم دلیل به غذایی مواد تولیدکننده

 در هادادگاه که را رویکردي احتمالاً منطق همین. خوانده استدقت  به را دماها دماسنج که دهد نشان

تعیین خواهد  کنند، یم اتخاذ ماشین یادگیري هاي یتمالگور اساس بر گیري یمتصم براي اداره دلایل ارزیابی

 )Appel and Coglianese, 2021:169-177( .کرد

 تبعیضطرفی و عدمبی .3-2-2

گیري خود از هرگونه اي اداري در تصمیمطرفی بر این مبنا استوار است که مقامات و نهادهبی

مصنوعی خنثی، تصور بر این باشد که هوش است ممکن ورزي بپرهیزند. گرچهداري و غرض جانب

 هاي قضاوت تا کند می مجبور را نویسان برنامه فناوري مذکور گسترش طرف و دقیق است، امابی

 در را فناوري ارزشی، هاي قضاوت این د؛هاي مرتبط دخیل کننسامانه طراحی در را خود ذهنی ارزشی

 هاي داده که زمانی تا شوند می تنظیم کدگذاري پارامترهاي که زمانی از طراحی، متعدد مراحل

 را مصنوعیهوش ابزارهایی از توانددرنتیجه، این امر می دهند. می شکل شوند،انتخاب می آموزشی

 به که گیرد می نظر در را متغیرهایی یا گذارد می تأثیر اه گروه شماري بر نامتناسبیطوربه که کند تولید

 ردیابی منبع دو در توانمی را مصنوعیهوش سوگیري کلی،طوربه. هستند ربط بی شده تعیین وظیفه

 متغیرهایی که درنظر گرفته است؛ هر و کندمی استفاده هامصنوعی از آنهوش که هاییداده: کرد

 هاي سوگیري یا خود کدگذاران تعصبات که شود مصنوعیهوش به منجر تواند می موارد این از یک

 ممکن که نخست،توضیح آن )Goudge, 2021: 30-31( .بخشد می تداوم را ها داده خود در دار ریشه

 ها داده است؛ مجموعه ناقص یا دقیق که شود داده آموزش هاییداده مجموعه بر الگوریتم است

 مغرضانه انتخاب هاي گروه یا اجتماعی هاي انگ ها، مجموعه ارآمديناک که مواردي در است ممکن

 تعامل دلیلبه شدهرانده حاشیه به هاي گروه مثال، براي. نمایانگر واقعیت نباشند باشد، داشته وجود

 .هستند بیشتري عمومی هاي داده آوري جمع معرض در اغلب عمومی، خدمات هايسامانه با بیشتر

)Eubanks, 2017: 6-7( کسانی ضرر به مندنظام طور به« تواند می آموزشی هاي داده در نمایش منحرف 

چالش  )Barocas & Selbst, 2016: 681( .»اند شده ارائه ازحد بیش یا کمتر ها داده مجموعه در که باشد

ن بنابراین ممک گیرد؛ یادمی تاریخی هايداده از مصنوعیهوش که شودواقعیت ناشی می این دیگر از

 .کند تکرار را تاریخی هايسوگیري یا هانابرابري که مصنوعی بیاموزندها به هوشاست این داده
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)(Goudge, 2021: 31 بیاموزد که اي باشدگونهمصنوعی ممکن است بهنویسی هوشدوم، برنامه 

اي یجهنژاد، نت یا جنسیجنسیت، گرایش مانند شده محافظت هاي ویژگی متغیر یک با مواجهه هنگام

 عمل روابط علی و معلولی نه و همبستگی اساس بر مصنوعیهوش که منفی ایجاد کند. ازآنجایی

 .وجود ندارد هستند، استخدام به نامربوط یا مرتبط عوامل کدام اینکه تعیین براي راهی هیچ کند،می

)Barocas & Selbst, 2016: 720( ،ین مدرسه متقاضیان در چند که زمانهر سامانه درعمل نیز

 یک اساس بر را غیرقانونی تبعیض و استخراج منفی معناي زمینه، به توجهبودند، بدون تحصیل کرده

دهد فعلاً الگوریتم این امر نشان می )(Goudge, 2021: 3 .کرد می پذیر امکان شده محافظت ویژگی

سبت به انسان از ظرفیت بسیار محدودي در تفسیر زمینۀ اجتماعی، درك اخلاقی و استدلال ن

 برخوردار است.

تواند الزامات مربوط دهد که چگونه تصمیمات الگوریتمی میدر انتها، یک نمونۀ واقعی نشان می

 تصمیم یک به رعایت تشریفات قانونی و حقوق افراد در این زمینه را نادیده بگیرد. در کشور فنلاند،

 هنگام تحصیلی یک شخص، مزایاي دمور در 1اجتماعی بیمه مؤسسه توسط 2015 سال در خودکار

 خدمت دلیل به دانشگاه را در غیبت شود،می محاسبه مالیات کسر براي که تحصیلمدت کل محاسبه

 مستقیم،طوربه مؤسسه مذکور توسط اطلاعات که هنگامی نگرفت. درنتیجه، نظر در سربازي اجباري

 مالیاتی رویه در مالیاتی سازمان شد، دهدا تحویل مالیاتی مقامات به الکترونیکی، انتقال طریق از

 موضوع این به باتوجه .نکرد به وي اعطا بود،  آن مستحق فرد مذکور که را کسوراتی خود، خودکار

 را مشکل که بود دشوار مؤسسۀ بیمه براي اما این فرد خواستار توضیح شد، بعد، سال چندین

هنگام  کرد. ارائه جدیدي متقاضی درخواست اطلاعات بیشتر، دریافت با درنهایت. کند مشخص

خطا  اول وهله در مؤسسه خودکار گیريتصمیم سامانه که رسیدگی به این درخواست مشخص شد

دریافت توضیح در  حق و استماع منصفانه حق شفافیت، با مرتبط مشکلات پرونده این .است کرده

 )Suksi, 2021: 95-96( .دهد می نشان را خصوص تصمیم اتخاذي

                                                 
1. Social Insurance Institution 
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 هاي حقوق اداري الگوریتمی (تألیف نگارندگان)چالش

 ملاحظات هاچالش حوزه

 

 

صلاحیت و 

نظارت بر 

 آن

انتساب تصمیمات الگوریتمی قابلیت
 به مقامات و نهادهاي اداري.

تعیین میزان و نسبت مسئولیت مقام 
 پردازاننویسان یا دادهاداري و برنامه

کار گرفته شده هاي الگوریتم بهتفکیک میان گونه
 محور/یادگیري ماشین)(قاعده

هاي الگوریتمی گیريتمایز میان انواع تصمیم
 خودکار)(خودکار/نیمه

محور و امکان انتساب تصمیمات الگوریتمی قاعده
 خودکار به مقام اداري نیمه

دشواري انتساب تصمیمات الگوریتمی یادگیري ماشین 
 و خودکار به مقامات و نهادهاي اداري

چگونگی اعمال نظارت قضایی بر 
 تصمیمات الگوریتمی

گیري اداري به تفویض تصمیم
 الگوریتم

 
 

 

رعایت 

تشریفات 

قانونی در 

 گیري تصمیم

رعایت حق بر استماع قابلیت
 منصفانه

 کار گرفته شدههاي الگوریتم بهتفکیک میان گونه

 رخودکاهاي خودکار و نیمهگیريتصمیم انواع میان تمایز

بینی حضور امکان تحقق حق بر استماع منصفانه با پیش
 گیريعنصر انسانی در فرآیند تصمیم

زا بودن رعایت حق بر استماع منصفانه در مسئله
 یادگیري ماشین و تصمیمات کاملاً خودکار

امکان شفافیت و الزام به بیان 
 دلایل
 

 شدهکار گرفتههاي الگوریتم بهتفکیک میان گونه

 خودکارهاي خودکار و نیمهگیريتصمیم انواع میان تمایز

امکان تحقق الزام به بیان دلایل در تصمیمات 
 خودکارمحور (ساده) و نیمهالگوریتمی قاعده

دشواري تحقق الزام به بیان دلایل در یادگیري ماشین 
 و تصمیمات کاملاً خودکار

لزوم احترام به تخصص اداره در ارزیابی الزام به بیان 
 لایل توسط دادگاهد

طرفی نویسان بر بیهاي ارزشی برنامهقضاوت تأثیر طرفیبیتبعیض و عدم
 الگوریتم

هاي ناقص به الگوریتم و افزایش احتمال ارائۀ داده
 تبعیض

هاي اجتماعی فقدان امکان درنظرگرفتن زمینه
 گیري توسط الگوریتم تصمیم
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 راهکارها .3

در زمینۀ  رعایت تشریفات قانونی الزامات 1»هاقررات عمومی حفاظت از دادهم«در  اروپا اخیراً اتحادیه

 گرفت، قرار مورد بحث بالا در که حقوقی چارچوب اساسبر حديتا را هاي الگوریتمیگیري تصمیم

 مربوط توضیحات تا سازد می قادر را ها شهرونداناین رویه )Katyal, 2021: 82( .است کرده تعیین

 تصمیمات که زمانی مبتنی هستند و 2»خودکار پردازش« صرفاً بر که هنگامی را خودکار تصمیمات به

 3بکشند. مطابق بند  چالش به و کرده دریافت گذارند،ها اثر میبر زندگی آن 3»توجهی قابل طور به«

 و ها اديآز حقوق، از حفاظت براي را مناسبی اقدامات باید 5ها داده کنندةکنترل 4مقررة مذکور 22مادة 

کشیدن  چالشبه ها ودیدگاه بیان انسانی، مداخله کردنفراهم حق کمدست افراد، مشروع منافع

 )Parliament and Council Regulation 2016/679, art 22( .تصمیمات اتخاذ کند

مختلف  ابزارهاي طریق از را خودکار گیري تصمیم هايچالش تا کوشیده است گفتهپیش مقررات

 8»تأثیرات« و 7»اهمیت« 6،»منطق« مورد در معنادار اطلاعات دریافت از جمله حق هد؛کاهش د

 با خودکار گیريتصمیم معرض در نگرفتن قرار چنین حقو هم 9خودکار گیري تصمیم شده بینی پیش

 بنابراین، است؛ مجاز خودکار گیري تصمیم آن در که معدودي موارد براي محدودیت و تضمین چندین

افراد از دو حمایت متفاوت برخوردار  خودکار، پردازش بر مبتنی صرفاً گیري ن گفت در تصمیمتوامی

                                                 
1. The General Data Protection Regulation (GDPR) 

2. Based Solely on Automated Processing 

3. Significantly Affects 

 پردازش بر مبتنی صرفاً هايگیريتصمیم که موضوع باشد داشته را حق این باید داده موضوع شخص .1: «22. مادة  4
ترتیب همینبه که داشت خواهد دربی را حقوقی تأثیراتهایی گیريتصمیم چنین. نگیرد قرار سازي،نمایه خودکار، ازجمله

 یا قرارداد به براي ورود (الف) :شود اعمال زیر موارد ) نباید در1. پاراگراف (2 .بود واهدخ اثرگذار افراد بر توجهیطورقابل به
 عضو کشورهاي یا اتحادیه قوانین (ب) براساس .است ضروري داده کنندهکنترل و موضوع داده شخص بین اجراي قرارداد

 .باشد شده مقرر داده، موضوع شخص قانونی منافع و هاآزادي و حقوق تضمین براي لازم معیارهاي و باشد کننده مجازکنترل
 2(الف) و (ج) پاراگراف  در بندهاي شدهاشاره موارد در .3 .داده باشد موضوع شخص صریح رضایت بر مبتنی تصمیم (ج)

 داقلکند. ح اجرا داده موضوع شخص قانونی منافع و هاو آزادي حقوق تضمین براي مناسب معیارهاي باید داده کنندهکنترل
 .. .».شوددرنظر گرفته  تصمیم، با مخالفت و هادیدگاه بیان براي کننده،از طرف کنترل مداخلۀ انسانی حق
 است که اعم از دولتی و غیردولتی حقوقی، یا حقیقی شخص کنندة داده، هرکنترل مقررة مذکور مقصود از 4. مطابق مادة  5

 کنند.می مشخص را شخصی هايداده پردازشابزار  و اهداف دیگران، کمک به یا تنهاییبه
6. Logic 

7. Significance 

8. Concequnces 

 .13از مادة  2ویژه پاراگراف به  . 9
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 و اهمیت منطق، مورد در معنادار اطلاعات و چنین پردازشی وجود دانستن هستند: نخست، حق

در این موارد  که خاص موارد در مگر مشمول چنین پردازشی قرار نگرفتن، آن؛ دوم، حق پیامدهاي

 بیان کننده؛ حقکنترل از انسانی مداخله دریافت هاي مناسبی براي اشخاص ازجمله حقتضمینباید 

شده اتخاذ تصمیم درباره توضیح دریافت حق و درنهایت، تصمیم به اعتراض خود؛ حق هايدیدگاه

د؛ شو می گرفته نظر در کلیدي عنصر یک انسانی مداخله ویژه، به) Malgieri, 2019: 3بینی شود (پیش

 توسط شده  ارائه اضافی اطلاعات هرگونه ازجمله مربوطه، هاي داده تمام ارزیابی اساس بر باید مداخله این

 .شود انجام ها داده تغییر براي مناسب توانایی و اختیار با فردي توسط باید و باشد ها داده شخص موضوع

)Guidelines on Automated individual decision-making, 2016: 27.( 

آوردن تضمینات مناسب، به خودکارسازي توانند مشروط به فراهمها میمطابق مقررات فوق دولت

هاي دولتی بپردازند. بررسی قوانین داخلی کشورهایی که مقررة اتحادیه اروپا را اجرایی  گیري تصمیم

 رویکرد«ت: هاي خودکار اسگیرياند، حاکی از اتخاذ چهار رویکرد مختلف نسبت به تصمیمکرده

رویکرد منفی بر این واقعیت  4.»فعالانه رویکرد« و 3»اي رویه رویکرد« 2،»خنثی رویکرد« 1،»منفی

داند. مجاز نمی 22موردي از تصمیمات خودکار را مطابق مادة  استوار است که کشور مربوطه هیچ

 استونی، چک، یونان، رس،قب فنلاند، لهستان، دانمارك، سوئد، رومانی، بیشتر کشورها ازجمله ایتالیا،

و اسپانیا در این رویکرد جاي  مالتا لوکزامبورگ، اسلواکی، کرواسی، پرتغال، لتونی، بلغارستان، لیتوانی،

 اند اما هیچمقررة اتحادیه اروپا را اجرایی کرده 22گیرند. در رویکرد خنثی کشورهاي عضو مادة می

 پیشنهاد هامشروع آن منافع و داده اشخاص موضوع هاي آزادي و حقوق از حفاظت براي مناسبی اقدام

اي اتریش و بلژیک اشاره کرد؛  و تا اندازه توان به کشورهایی چون آلماناند؛ در این رویکرد مینکرده

 اساس بر را خاصی هاي تضمین عضو کشورهاي از برخی که اي بر این مبنا استوار استرویه رویکرد

 داده باید هاي کننده کنترل که است هایی رویه توصیف اساس بر تاًعمد کنند که می ارائه 22 ماده

 این رویکرد. کنند اتخاذ الگوریتم تأثیر ارزیابی اشکال برخی یا افراد روي خودکار گیري تصمیم هنگام

شود؛ رویکرد فعالانه بدان معناست که برخی مشاهده می اسلوونی حديتا و ایرلند انگلستان، در

آمده است، ارائه  22چه در مادة تري را از آنمینات جدید و بسیار مشخصکشورهاي عضو تض

                                                 
1. Negative Approach 

2. Neutral Approach 

3. Procedural Approach 

4. Proactive Approach 
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اند (مثل حق بر دانستن پارامترهاي وزنی الگوریتم)؛ این رویکرد در فرانسه و مجارستان دیده  کرده

 )Malgieri, 2019: 6-7( .شودمی

ر آلمان موجب گیري خودکار دها و البته محققان در خصوص تصمیمرویکرد محتاطانه دادگاه

گذار این کشور نیز جز در خصوص ارائه خدمات بیمه، توجه چندانی به دیگر  شده است تا قانون

قانون حفاظت از داده فدرال، خدمات بیمه  37گیري الگوریتمی نداشته باشد. بخش هاي تصمیم حوزه

گیري داد کرده و تصمیممقررة اتحادیه اروپایی قلم 22مثابۀ یکی از استثنائات مندرج در مادة را به

داند. البته این جواز در صورتی است که درخواست فرد (موضوع داده) نتیجه خودکار در آن را مجاز می

خودکار  میاز ارائه خدمات)، تصم تیمحروم یعنیباشد ( یمنف جهینتمثبتی دریافت کرده باشد، اما اگر 

هاي آور پرداخت هزینهال قوانین الزامکه نخست، تصمیم بر اساس اعم مجاز است یتنها در صورت

 حفظ منافع مشروع موضوع داده يرا برا یکننده اقدامات مناسب کنترلدرمانی اجباري باشد و دوم، 

) اعتراض به 3هاي خود و () بیان دیدگاه2کننده؛ () حق مداخلۀ انسانی از جانب کنترل1ازجمله (

 )Federal Data Protection Act, 2017: section 17( .تصمیم اتخاذ کند

تر کرده و امکان را گسترده 22دامنۀ استثنائات مندرج در مادة  1»قانون حفاظت از دادة انگلستان«

گیري عنوان موارد مجاز تصمیمهاي دولتی را فراتر ازآنچه در این ماده بهگیريخودکارسازي تصمیم

کند، درنظر گرفته است. در غیرازاین موارد، عنوان تصمیمات مهم قلمداد می ها را تحتخودکار که آن

توانند می خاصی شرایط تحت ها آن همه و شوند می نامیده شرایطواجد  مهم سایر تصمیمات، تصمیم

 وقتاسرع در باید کننده) کنترل1اند از ( صورت خودکار اتخاذ شوند. ازجمله این شرایط عبارتبه

 بر صرفاً تصمیم از این واقعیت مطلع سازد که کتبی رتصوبه را داده شخص موضوع منطقی، طور به

 دوره پایان از قبل تواند ) شخص موضوع داده می2و ( است شده گرفته خودکار پردازش اساس

یا  کند و تجدیدنظر خود تصمیم تا در کند درخواست کننده کنترل از اخطار، دریافت زمان از ماهه یک

که چنین درخواستی از  نباشد. درصورتی خودکار پردازش بر مبتنی صرفاً که بگیرید جدیدي تصمیم

تمدید تا دو هفته بیشتر) ماه (قابلکننده باید تا ظرف یکشخص موضوع داده ارائه شود، کنترل

شده، مدنظر قرار درخواست و هرگونه اطلاعات مرتبط با آن را که از سوي شخص موضوع داده ارائه

شده براي اجابت درخواست و نتیجۀ  انجام ضوع داده، اقداماتو طی اعلامی کتبی به شخص مو دهد

رسد قانون مذکور نظر می) بهData Protection Act, 2018: section 14آن را اطلاع دهد (

                                                 
1. Data Protection Act 2018 
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ها و به چالش کشیدن انسانی، بیان دیدگاه مقررة اتحادیه اروپا (مداخله 22تضمینات مندرج در مادة 

صورتی که صرفاً خودکار حق درخواست تجدیدنظر یا اتخاذ تصمیم به اي در ضمنگونهتصمیم) را به

هاي بسیار دقیقی را دربارة اتخاذ تصمیمات نباشد، گنجانده است؛ در هرشکل قانون مذکور رویه

تر نسبت به مقررة اتحادیه رویکرد فعالانه و نوآورانه خودکار از سوي مقامات دولتی تعیین کرده است.

 1»فرانسه 2018ها سال مربوط به پردازش داده قانون«کار گرفته شده است. سه بهاروپایی در فران

 تصمیمات )1: (بندي کرده استگانه چارچوببندي سهبا ارائۀ تقسیم هاي خودکار راگیريتصمیم

 تصمیمات انواع دیگر) 3( و خودکار نیمه و خودکار اداري تصمیمات )2( قضایی؛ زمینه در خودکار

 پردازشی چنین که درصورتی قضایی، تصمیمات دربارة .افراد بر مهم تأثیرات یا قانونی آثار اب خودکار

 وجود خودکار کاملاً یا خودکارنیمه گیريتصمیم کامل منع باشد، شخصیتی هايجنبه ارزیابی براي

) Art. 10(1), Loi n° 78-17 1978 as amended by Loi n°2018-493 2018( .دارد

 وجود تفاوت خودکار کاملاً تصمیمات و خودکارنیمه تصمیمات میان اداري یماتتصم درخصوص

 .Art((شود می جلوگیري اداري تجدیدنظر درخواست در خودکار کاملاً اتخاذ تصمیمات از دارد؛

 خاصی شرایطدر  باشند، خودکار جزئی یا کاملطور به اگر حتی اداري، تصمیمات دیگر )، اما3)10

 عنوان از اول فصل) شود؛ ب نمی حساس هايداده شامل) اند از الفاین شرایط عبارتهستند؛  مجاز

) هاي اداري؛ جیعنی احترام به رویه کند،می رعایت را اداره و مردم روابط قانون چهارم کتاب اول

 براي صریح اعلامیه یک شامل باید شودمی گرفته الگوریتمی پردازش براساس که فردي تصمیم

 اجراي اصلی هايویژگی و هاداده پردازش کنندهتعریف قواعد اداره،) باشد؛ د مربوطه خصش اطلاع

 پردازش کنترل داده، کننده کنترل) ه دهد؛اطلاع می وي درخواست به بنا مربوطه فرد به را آن

 شخص براي فهمقابل شکلیبه را جزئیات بتواند تا کند می تضمین را آن هاي پیشرفت و الگوریتمی

بر این  )Art. 10(1)( .شخص او اجرا شده است مورد در پردازش چگونه که دهد توضیح مربوطه

مقررات  نیتردهیچیو پ نیتراز مبتکرانه یکی کم به سه دلیلرسد قانون فرانسه دستنظر میاساس، به

از حقوق  درجات مختلف حفاظت ،دوم ؛دارد يادامنه کاربرد گسترده نخست، :خودکار است يریگمیتصم

 ؛کند یم زیمتما شود، یخودکار گرفته م میتصم کیکه در آن  یقانون یمبانو  ها نهیرا براساس زم اشخاص

، ازاین آمد یشپگونه که ؛ هماناست 2»تمیالگور ییخوانا« بر حق يهانمونه ترینروشناز  یکی سوم،

                                                 
1. Loi n°2018-493 du 20 juin 2018, modifying the previous ‘Loi n° 78-17 du 6 

janvier 1978 relative à l'informatique, aux fichiers et aux libertés’ 

2. Algorithm Legibility 
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به ها تمیالگور نیدرك هستند. مشکل ارقابلیافراد غ يبرااندازة بسیاري ناشناخته و حتی ها تاالگوریتم

 )Malgieri and Comandé, 2017:243( .شودمربوط می آن» ییخوانا«فقدان 

 یابیارز ییِقضا ماتیتصم يها براتیمحدود ترینشدید ت،یبا توجه به درجات مختلف حما

 ماتیصمت يها براتیاز محدود یافراد در نظر گرفته شده است. سطح متوسط یتیشخص يها جنبه

 گذار قانون .ی وجود داردخصوصبخش  يهايریگمیتصم يبرا يکمتر يهاتیمحدود و يادار

قلمداد  بر افراد شتریب یاحتمال راتیاز نظر تأث نهیزم نیتر را حساس ییقضا يریگ میاحتمالاً تصم يفرانسو

، تیشفافمربوط به امات کرده که الز دییأکرده است. شوراي قانون اساسی فرانسه در بررسی قانون مذکور ت

بدون  قیعم يریادگیخاطرنشان کرده که اشکال  نیو همچنرعایت شده  یقانون اساسدر  مندرج

 ها تمیو توسعه الگور یدر طراح یاساس تضمین کی یکنترل انسان ؛ستیمجاز ن یگونه کنترل انسان چیه

آن  يها شرفتیو پ یتمیازش الگوراز کنترل پرد دیکننده داده با کنترل«؛ شوراي مذکور اعلام کرده است

دهد.  حیشخص مربوطه توض يفهم براو قابل یجزئطور به روش پردازش راحاصل کند تا بتواند  نانیاطم

 توانند ینم ،توانند اصلاح کنندقواعد مورداعمال خود را میکه احتمالاً  ییها تمیاست که الگور نیا جهینت

کننده استفاده  کنترل اعتبارسنجیکنترل و بدون ،يفرد يادار میتصم کی يبرا يانحصار يعنوان مبنا به

 ) ,Conseil Constitutionnel, Décision n° 2018-765 DC du 12 juin 2018( .»شوند

کارگیري الگوریتم و یادگیري ماشین در حقوق اداري رسد در مقرراتی که بهنظر میمجموع به در

بینی شود؛ برخی گفته پیشهاي پیش چالش استاي پاسخ بهانگارد، باید احکامی در ررا مجاز می

 ):Suksi, 2021: 106اند (نویسندگان، در تدوین مقررات مربوط ملاحظات زیر را ضروري دانسته

باید در هر مورد  تصمیمات مختلف انواع اتخاذ گیري الگوریتمی براياجازة استفاده از تصمیم

 آن در که هاییموقعیت در مورد ضوابطی ین بایدشده باشد. همچنگذار دادهتوسط قانون

 گیرند، وجود داشته باشد؛ قرار مورداستفاده نباید هاي الگوریتمیگیري تصمیم

 صورت الگوریتمی اتخاذ شده است؛نفع باید بداند که تصمیم بهفرد ذي

 طبق شود و گیري الگوریتمی تعیینسامانۀ تصمیم مسئول عنوان به باید (مقام) دولتی یک کارمند

 باشد؛ پاسخگو شرایطی، چنین در اعمالقوانین کیفري قابل براساس همچنین و اداري قوانین

 هاي موقعیت در اداري رویه مورد در موجود قانونی یک از موازینکدام که مشخص شود باید

 است؛ اعمالقابل هاي الگوریتمیگیري تصمیم

-پیش مورداستفاده اطلاعات گوریتمی و همچنینسامانۀ ال شفافیت مورد در مقرراتی لازم است

 نیماش يریادگی ةدیچیپ يهاتمیالگور از استفاده تیممنوع خصوص در یمقرراتبینی شود. همچنین 
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 و وضع شانيریگمیتصم ةنحو کامل شناخت و هاآن به مربوط يهاچالش و بیمعا رفع زمان تا

 شود؛ محدود محوراعدهق ةساد نسبت به يهاروش به یتمیالگور يریگمیتصم

 چنین اگر ویژه به شود، رعایت افزارنرم کدگذاري هنگام که باشد داشته وجود اصولی نیاز است

 طراحی شده باشد. خصوصی نهادهاي مشارکت طریق از افزاري نرم

بینی حق دریافت مداخلۀ انسانی در تصمیمات کاملاً خودکار ویژه پیشرعایت ملاحظات فوق و به

تواند مدنظر چالش کشیدن این تصمیمات می ها و بهچنین امکان بیان دیدگاهراد و همبراي اف

هاي خودکار و گیريگذاران نظام حقوقی ایران در تدوین موازین مربوط به تصمیمسیاست

 اي نزدیک قرار گیرد.خودکار اداري در آینده نیمه

 گیرينتیجه

هاي گوناگون ها و یادگیري ماشین با جنبهریتممصنوعی، الگودستاوردهاي ناشی از گسترش هوش

سوي تحولی برجسته یعنی هاي متداول حقوق اداري را بههاي دولتی انگارهگیري آن در تصمیم

که موازین حقوق  رسد ازآنجایینظر میگیري حقوق اداري الگوریتمی به حرکت واداشته است. بهشکل

اي و شفافیت که همگی رویههاي اداري، عدالتیتصلاح اداري همچون نظارت قضایی بر کاربست

ها، هاي نظري و عملی براي حفاظت از حقاند، برآیند کوشش شده از دامان حاکمیت قانون زاییده

صورتی گفته باید بهها بوده است، تحول پیشها و منافع عمومی در برابر تهدیدات قدرت دولتآزادي

صورت ها حفظ و به حاکمیت قانون، غایت مدنظر از آنهدایت شود که ضمن بازبینی در اصول 

گذاران که سیاستزیست شود. این مهم حاصل نخواهد شد جز آنهاي نوین همحداکثري با فناوري

چنین فهم بایستۀ سرشت، بندي دوبارة موازین حقوق اداري و همنظام حقوقی با بازتعریف و چارچوب

آن تداوم  هاي نوین، مسیر این همزیستی را یافته و بهريچگونگی عملکرد و مزایا و معایب فناو

 گذاران باشد:تواند راهنماي عمل سیاستهاي کلی زیر میبخشند؛ در انجام این امر گزاره

 نهایتکنند، اما درمی ایفا ماشین یادگیري الگوریتم و هدایت در مهمی نقش هاانسان ،نخست

 بینی پیش الگوهاي الگوریتم آن، توسط که ریاضی تابع لشک و ورودي متغیرهاي خلاقانه ترکیب در

 ،دوم؛ »گیرند می یاد تنهایی به« اساساً ها الگوریتم این. نیستند درگیر کند، می مشخص را

 شفافیت مورد احتمالی در مسائل نیستند؛ بنابراین توضیحقابل راحتی به ماشین یادگیري هاي بینی پیش

 یادگیري هاي الگوریتم »سیاه جعبه« ماهیت. دنبال خواهند داشتبه گیرينحوة استدلال و تصمیم و

است؛  ها الگوریتم این هاي خروجی تولید چگونگی توضیح در ذاتی دهندة مشکلاتنشان ماشین
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-همگام و کارایی بهبود خودکار) درمبتنی بر یادگیري ماشین (کاملاً خودکار یا نیمه ، تصمیماتسوم

-این فرآیند تصمیم حال، بااین. آیدشمار مینوعی مزیت بهصوصی بهخ فرایندهاي بخش با شدن

 اند، داشته محوري نقش آن در قبلاً که معینی فرآیندهاي از را ها انسان مؤثري طور به تواند می گیري،

 خارج گیري تصمیم بستر از انسانی شخص که است این افتد می اتفاق بنابراین، آنچه کنند؛ حذف

خود اجراي بسیاري از اصول و موازین اداري که مستلزم وجود عنصر  خودي مر بهو این ا شود می

هاي گیريهاي مورد استفاده در تصمیم، شماري از الگوریتمچهارمکند؛ انسانی است، مبهم می

اي از قواعد معین شده برمبناي مجموعهتعیینتواند از گونۀ سادة آن باشد که نتایج از پیشدولتی می

هاي چالش 1»محورهاي قاعدهالگوریتم«کند. این قسم ط انسان کدگذاري شده، تولید میکه توس

دنبال خواهد داشت؛ پس در واکاوي آثار و پیامدهاي کمتري را براي اعمال موازین حقوق اداري به

محور و هاي نسبتاً سادة قاعدهالگوریتم بر حقوق اداري، تفکیک میان یادگیري ماشین و الگوریتم

اندازة بسیاري عنصري تواند تاچنین تمایز میان خودکار بودن کامل یا نسبی تصمیمات اتخاذي میهم

گفتۀ حقوق اداري در تازمانی که امکان ادغام اصول و موازین پیش پنجم،شمار آید؛ مرتبط به

هاي يگیرگذاران باید تصمیمهاي پیشرفتۀ مبتنی بر یادگیري ماشین حاصل نشده، سیاست فناوري

کنند، محدود شده تولید میتعیینمحور) که نتایج از پیشهاي سادة آن (قاعدهگونهالگوریتمی را به

دلیل برخورداري از فرآیند کامل کدگذاري انسانی داراي قابلیت بیشتري نماید. این دسته اخیر، به

یین چگونگی اتخاذ براي تطبیق با اصلاحات قوانین، شفافیت و امکان بازیابی اطلاعات جهت تع

هاي دولتی گیريخودکار در تصمیماز تصمیمات نیمه چنین اصل باید بر استفادهتصمیم هستند. هم

باشد و فرآیندهاي کاملاً خودکار به موارد معدود و با در نظر داشتن تضمینات مناسب براي رعایت 

 حداکثري منافع شهروندان محدود شود.

ی بر هوش مصنوعی و یادگیري ماشین با سرعت و دامنۀ کمتري هاي مبتنکه فناوريباوجود آن

-شود، اما درنظر داشتن موارد مذکور بهشده و می کار گرفتهنسبت به کشورهاي پیشرفته، در ایران به

-همراه راهکارهاي درحال آزمون کشورهاي پیشرو که در نوشتار حاضر موردبررسی قرار گرفت می

هاي دولتی گیريگفته در تصمیمگري کاربست فناوري پیشی براي تنظیمگذار ایرانتواند توسط قانون

 اتخاذ واکنش مناسب یا دیرهنگام در این زمینه شود.مدنظر قرارگرفته و مانع از عدم

 

                                                 
1. Rule-Based Algorithm 
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