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  چكيده 

  ي ها نظام   ي رو شِي را پ   ي ن ي نو  ي ها ها و فرصت چالش   ، ي هوش مصنوع   ي در عرصه   ژه ي و به  ر، ي اخ   ي ها تحولات فناورانه دهه 
  ر ي از سا   ش ي ب   ، ي حقوق عموم   ي ها رشته   ان ي و كاركردگرا در م   ا ي پو   ي ا عنوان شاخه به   ي قرار داده است. حقوق ادار   ي حقوق 
ضرورت حوزه  با  كارآمد   يي ها ها  شف   ، ي چون  ادار   ت ي اف سرعت،  عدالت  ازا   ي و  است.  هوش    ي ر ي گ بهره   رو، ن ي مواجه  از 

ارائه   ي ادار   ي ها ي ر ي گ م تصمي   از   - ي  ادار   ي ها در فرايند   ي مصنوع    ي گرفته تا نظارت بر حسن اجرا   ي خدمات عموم   ي و 
  با   . د ي آ   ار شم مطلوب به   ي مؤثر در جهت تحقق حكمران   ي گام   تواند مي   -   شهروندان و ادارات   ان ي تعامل م   ي و ارتقا   ن ي قوان 

  ي هوش مصنوع   ي ها ت ي ظرف   ي ر ي كارگ نظارت و به   ، ي گر م ي تنظ   ة اروپا در حوز   ه ي توجه به تجارب ساختارمند و موفق اتحاد 
فراهم    ران ي ا   ي نظام حقوق ادار   ي برا   ي راهبرد   يي الگو   تواند ي م   نه ي زم   ن ي در ا   ي ق ي تطب   ي ا انجام مطالعه   ، ي عموم   ت ي ر ي در مد 

  ران، ي ا   ي در حقوق ادار   ي از هوش مصنوع   توان ي پرسش متمركز است كه چگونه م   ن ي پژوهش بر ا   ن ي ا   ي اصل   ة آورد. دغدغ 
  روش   به   كه   - پژوهش    ج ي نتا   مؤثر داشت.   ي بردار اروپا، بهره   ه ي اتحاد   ي با توجه به اصول، ساختارها و تجارب نظام حقوق 

  ي ها ي ر ي گ م ي همچون تصم   يي ها قادر است در حوزه  ي آن است كه هوش مصنوع   د مؤي   -   ده ي گرد  م ي تنظ   ي ل ي تحل   ـي  ف توصي 
م   ل ي ها، تسه داده   ي پردازش حجم بالا   ، ي ادار   تكرارشونده  دستگاه   ان ي ارتباط  و  افزا   ي ادار   ي ها مراجعان    ت ي شفاف   ش ي و 

  ز ي و ن   ) AI Act(   ي چون قانون هوش مصنوع   ي مقررات   ب ي اروپا با تصو   ه ي گرفته شود. اتحاد  ار به ك  ي عموم   ي عملكرد نهادها 
داده   ن ي قوان  از  حفاظت  به  ( مربوط  به GDPRها  تدو )،  ا   ي اخلاق   ي ها دستورالعمل   ن ي همراه    ي نظارت   ي نهادها   جاد ي و 

  كرده است.   ي طراح   ي عموم   ت ي ر ي مد در    ي مسئولانه از هوش مصنوع   ي استفاده   ي برا   ي ات ي عمل  ـي حقوق   ي چارچوب   ، ي تخصص 
با    تواند ي خود م   ي و فن   ي قانون   ي ها رساخت ي ز   ل ي در صورت اصلاح و تكم   ران ي ا   ي نظام حقوق ادار   ، ي ق ي تطب   اساس مطالعه   بر 

ا   ي ر ي گ بهره  زم   ن ي از  فرايند   ي كاربست هوش مصنوع   نه ي تجارب،  در  به   ي ادار   ي ها را  آورد؛  امور   ژه ي و فراهم  چون    ي در 
  ت ي شهروندان و رعا  ي حق اعتراض مؤثر برا  جاد ي ها، ا داده  ت ي شفاف  ن ي تضم  تم، ي بر الگور  ي مبتن  ي ادار  مات ي نظارت بر تصم 

  . ي حقوق بشر   ن ي اد ي اصول بن 
  . گيري الگوريتمي، عدالت اداري حقوق اداري، هوش مصنوعي، اتحاديه اروپا، حكمراني اداري، تصميم   : واژگان كليدي 

 
  ايران ،   ،تهران مركزي دانشجوي دكترا، گروه حقوق عمومي،دانشگاه آزاد اسلامي،واحد تهران -١

s.hosseinimoghadam@iau.ac.ir  
(نويسنده مسئول) ايران  ،  تهران ،  مركزي ، دانشگاه آزاد اسلامي ،واحد تهران كيفري  ،گروه حقوق استاديار   -٢  

r.asiaee@iauctb.ac.ir  
  F.larijani@umz.ac.ir  ،گروه حقوق عمومي وبين الملل، دانشگاه مازندران ،بابلسر ، ايران استاديار  -٣
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  ٤٣فصلنامه حقوق اداري، سال دوازدهم، شماره    ٤٤

  مقدمه

 ي برا  رينظيب   يفرصت  ،يو ادار  يبا نظام حقوق   ،ياز جمله هوش مصنوع  ن،ينو  يهايادغام فناور

فراهم كرده است. در    يدولت   يها يريگميدر تصم  ييكارا  يكاهش فساد و ارتقا  ت،يشفاف  شيافزا

ادار بوروكراس  ييهاچالش  ران،يا  يحقوق  شفاف  دهيچيپ  يچون  نبودِ  تصم  تيو   ،يريگميدر 

  ه ياروپا با تك  يهي. در مقابل، اتحادكنديفناورانه را دوچندان م  ياز راهكارها   يريگرهضرورت به

از هوش مصنوع  يبرداربهره   ري شفاف، در مس  يحقوق  يهابر چارچوب   ي در نظام ادار  يگسترده 

 ران، يا  يدر حقوق ادار   يكاربرد هوش مصنوع  يِسنجپژوهش با هدف امكان  ني. ادارديگام برم

اتحاد  زا  كوشديم گ  يهيتجارب  بهره  دغدغه  يكي  .ردياروپا  قابل  ،ياصل  يهااز   ي اجرا   تي حفظ 

بن ادار  نيادياصول  پاسخ  ت،شفافي  مانند-  يحقوق  و  هوش    بستري  در  - ييگوعدالت  كه  است 

به  يمصنوع دارد.  مداخله  آن  ا  ژهيو در  مصنوع  يها سامانه  يِسازاده يپ  ران،يدر   ازمند ين  يهوش 

است.    يو حقوق  يبه ملاحظات فرهنگ  وجهو ت  هاتميالگور  يِسازيبوم  ،يشرع  نيبا قوان  يسازگار

ع تضم  ن يدر  حر  هايفناور  ن يا  نكه يا  نِيحال،  نقض  ابزار  نظارتِ   اي  يخصوص  ميبه  گسترشِ 

 است.  ياتيح  ينشوند، ضرورت ليتبد رموجهيغ

  نيقوان  ايآ  نكهيشود؛ از جمله ا  يپژوهش بررس  نيدر ا  ديبا  يگوناگون  يهاو چالش  مسائل

 ر؟يخ  اي  دهنديرا م  يادار  يها ير يگميدر تصم  ياستفاده از هوش مصنوع  ياجازه  ران،يموجود ا

سو  ن،يهمچن از  خطا  بروز  صورت  مصنوع  يمبتن  يهاسامانه  يدر  هوش  آن   تيمسئول  ،يبر 

شفاف و قابل فهم خواهند   يبر هوش مصنوع  يمبتن  ماتيتصم  ايشود؟ اساساً آيم  نييچگونه تع

ا بر  افزون  مصنوع  ديد  ديبا  ن،يبود؟  هوش  از  م  ياستفاده  اندازه  چه   يِ خصوص   ميحر  توانديتا 

تأث تحت  را  حقوق  ريشهروندان  نظام  و  دهد  الگوها  يهياتحاد  يقرار  چه  ا  يبرا  يياروپا    ن يحل 

  قابل اجرا هستند. زين رانيالگوها در ا  نيا ايو آ تها ارائه كرده اسچالش

  ي ريگبهره   ايكه آ  شوديم  ينكته بررس  نيدر گام نخست ا  ادشده،ي  يها توجه به چالش  با

  ر؛ يخ  ايسازگار است    يو شرع  يحقوق  نياديبا اصول بن  رانيا  ي در حقوق ادار  ياز هوش مصنوع

قانون الزامات  ساختار  يسپس  برا  يِ و  مصنوع  يساز اده يپ  يلازم  ادار  يهوش  نظام    رانيا  يدر 

قرا توجه  تجربهرديگيم  رمورد  ادامه،  در  حقوق   يها.  با   يهياتحاد  ينظام  مواجهه  در  اروپا 
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  ٤٥     اروپا  هياتحاد يو نظام حقوق رانيا  يدر حقوق ادار يهوش مصنوع تي از ظرف يبرداراصول و الزامات بهره

م  يبررس  يهوش مصنوع   يِحقوق   يها چالش تا روشن شود چگونه    ي از فناور   تواني خواهد شد 

  نيا  ت،يكشور بهره گرفت. در نها  يدر حقوق ادار  تيشفاف  شي كاهش فساد و افزا  يبرا  ادشدهي

  مات ياز حقوق شهروندان در برابر تصم  انتيص  يبرا ديپردازد كه بايم  يريتداب  يپژوهش به بررس

 اتخاذ گردد.  يبر هوش مصنوع يخودكارِ مبتن

  تبيين مفهوم هوش مصنوعي. ١

توان از آن به سيستمي تعبير كرد كه ارائة تعريفي واحد از هوش مصنوعي دشوار است. ولي مي 

درجه  حفظ  با  و  مختلف  تدابير  اتخاذ  و  محيط  تحليل  رفتار با  خود  از  استقلال  از  اي 

هاي مختلف دهد. اين فناوري به تدريج، در حال توسعه خود بر عرصه اي نمايش مي هوشمندانه 

عنوان به  يهوش مصنوع   گر، ي عبارتِ د به   ).٢٠٢٢,Manning(و از جمله مشاغل حقوقي است  

را  ي ا شاخه  علومِ  پ   انه،ي از  توانمند   يمتفكر   يها ن ي ماش   دِ ي تول   يِ در  از  كه  ذهنِ   ي ها ي است 

و حلِ مسأله را انجام دهند   ير ي ادگ ي گفتن،  چون سخن   ي برخوردار باشند و بتوانند اقدامات  ي انسان 

ن   ). ٨٢:  ١٣٨٥  ، ي (طهماسب  با ا   ز ي حقوقدانان   يِ عمل  ي اند كه عَرصه رو شده روبه   ت ين واقع ي ناگهان 

امروزه    ي تا آنجا كه برخ  رد؛ ي قرار گ   ي فناور  ن ي ا   رِي تحتِ تأث   ي ر ي صورت چشمگ حقوق ممكن است به 

رُبات  «عدالتِ  «قاض  ك» ي از  مصنوع   يِو  م   » يهوش  به  پاره   آورند ي م  ان يسخن  كشورها   ي او  از 

ا   ج ي تدر به  قضا   ي فناور  ن ي از  نظامِ  به   ييِدر  شعبان   ي(رهبر  رند ي گ ي م   ره خود   ).٤٢٠:  ١٤٠١پور،  و 

كرده  يگوناگون  فيتعار  پردازان،هينظر ارائه  هوش  برخاز  توانا  ،ياند؛  را  تجربه،    ييِهوش  كسبِ 

انتخابِ مناسب در برابرِ تغ (داننيم  يطيمح  راتِييادراك و  بر   گريد  يبرخ)؛  ٢٠١٩:٣,Kayssiد 

 يگسترده   يفضا  انيحل مناسب در مراه  عيسر  افتني  ييباورند كه هوش عبارت است از توانا  نيا

 .)١٩٩٢:١٨٧,Lenat( دينمايم دي ناظران، بع دِيكه از د ياياطلاعات 

 اصول و ساختارهاي هوش مصنوعي در حقوق اداري اتحاديه اروپا . ٢

چارچوب  يهياتحاد برا  ياروپا،  مصنوع  يريگبهره   يمشخص  هوش  ادار  ياز  حقوق  قلمرو   يدر 

  اند از:آن عبارت يدياز اصول كل يكرده است كه برخ نيتدو
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  ٤٣فصلنامه حقوق اداري، سال دوازدهم، شماره    ٤٦

   ١پذيري اصل شفافيت و توضيح .١-٢

و    ميدر تنظ  نيادياز اركان بن  ي كياروپا،    يهياتحاد  يدر حقوق ادار  يريپذحي و توض  تياصل شفاف

 ن ياست. ا  ييو اجرا  يدولت   يريگميتصم ي  ها در فرايند  يهوش مصنوع  يها ياز فناور   يريگبهره 

 شوند، يم  ذخودكار اتخا  يهاو سامانه  هاتميكه با كمك الگور  يمات يكه تصم  كنديم  نياصل تضم

 ن يا  تيرعا  بدون  باشند.  يقابل درك و بررس  ييو مقامات قضا  ينظارت   يشهروندان، نهادها  يبرا

تصم صدور  خطر  تبع  ماتي اصل،  غ  زيآمضيخودسرانه،  امر  رقابليو  دارد؛  وجود  كه    ياعتراض 

اعتماد عموم  توانديم از فناور  نسبت  ي به كاهش  استفاده  منجر   يدر حكمران  شرفتهيپ  يها يبه 

 شود.

جنبه  يكي شفاف  يها از  درباره  يبخشيآگاه  ت،يمهم  شهروندان  به  از   يمؤثر  استفاده 

مصنوع تصم  يهوش  با  يادار  يهايريگمي در  افراد  زمان  دياست.  چه  در  كه  چه   يبدانند  در  و 

اتخاذ    يحت   ايخدمات    يها، ارائهدرخواست  ياب يدر ارز  يهوش مصنوع  يهاتمياز الگور  ييهانهيزم

ا  مرتبط  يد يكل  ماتي متص تعهدات  و  حقوق  م  شانيبا  اشودي استفاده  ا  ني.  مستلزم    جاد يامر 

توض  يرساناطلاع  يهانظام كه  است  دسترس  قابل  و  چگونه    حيروشن   ي سامانه   ك يدهند 

 . كندي عمل م يعموم يخودكار در اداره يرندهيگميتصم اي اريميتصم

صر  يبرخ  در اعلام  مداخله  ح يموارد،  خصوص  در  شفاف  مصنوع  يو  در    يهوش 

قانون  كي  ،يريگمي تصم  يهافرايند م  يالزام  به   شوديمحسوب  بتوانند  افراد  حقوقِ   يدرست تا  از 

منطق و    يروشن درباره  حاتيتوض  يشامل ارائه  تيشفاف  ،يبخشيبر آگاه  خود دفاع كنند. افزون

تصم شهروند  گر،يد  انيب  به  .شوديم  زين  يهوش مصنوع  بري  مبتن   يهايريگميسازوكار   ي اگر 

داشته    دنظريخودكار اتخاذ شده است درخواست تجد  يسامانه  ك ي كه توسط    يمي به تصم  نسبت

با كاف  ديباشد،  اطلاعاتِ  تصم  يدرباره  يبتواند  مع   يريگميفرايند  آن   يارهايو  در  استفاده  مورد 

ا  افتيدر در  ادار  نيكند.  مقامات  مدل   لحاص  نانياطم  ديبا  يراستا،  كه    ي ريگميتصم  يهاكنند 

خود   عملكرد  ينحوه  يلازم را درباره  حاتيقابل فهم بوده و توض  يساختار   يمورد استفاده دارا

دهند. موارد  يبرا  ارائه  در  مصنوع  يسامانه  كيكه    ينمونه،   ت ي صلاح  يبررس  يبرا  يهوش 

 
١.Transparency & Explainability  
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  ٤٧     اروپا  هياتحاد يو نظام حقوق رانيا  يدر حقوق ادار يهوش مصنوع تي از ظرف يبرداراصول و الزامات بهره

 م يتصم  كياتخاذ    لياست دلا   يضرور  شود،يكار گرفته مبه   اتيمال  زان يم  نييتع  اي  ارانهي  افتيدر

 ينيبشيپ  جيمجدد نتا  يو بررس  حيتوض  يبرا  يشود و سازوكار  انيب  يروشن افراد به   يخاص برا

  ). ١١: ١٣٩٨ رعزت،گردد (پو

هاي هوش  پذيري، پيچيدگي فناوريهاي بزرگ در زمينه شفافيت و توضيحيكي از چالش

الگوريتم عملكرد  نحوه  و  الگوريتممصنوعي  اين  از  بسياري  است.  ماشين  يادگيري  به هاي  ها 

مي عمل  سياه»  «جعبه  آنصورت  داخلي  فرايندهاي  كه  معني  اين  به  كاربران  كنند،  براي  ها 

زمينه،  اين  در  است.  نامفهوم  قضايي،  و  اجرايي  مقامات  از  بسياري  براي  حتي  غيرمتخصص، 

مصنوعي هوش  «قانون  همچون  مقرراتي  وضع  با  است  كرده  تلاش  اروپا  تفسير    ١»اتحاديه  و 

داده  از  حفاظت  عمومي  «مقررات  در  مندرج  عملكرد  ٢» هااصول  در  شفافيت  براي  را  الزاماتي   ،

الگوريتمسيستم پيشنهاد شده، توسعه  راهكارهاي  از  يكي  كند.  هايي هاي هوش مصنوعي وضع 

ها بتوانند به  هاي آنها و خروجيها، پردازش است كه قابل توضيح باشند، به اين معني كه ورودي

هايي كه تصميمات  نفعان توضيح داده شوند. اين امر به ويژه در زمينهزباني قابل درك براي ذي

مي  تأثير  شهروندان  اساسي  حقوق  بر  مصنوعي  ويژههوش  اهميت  از  استگذارد،  برخوردار  . اي 

كننده حق  زيرا نه تنها تضمين  ؛شودپذيري نيز بخشي حياتي از اصل شفافيت محسوب ميتوضيح

شهروندان براي درك فرايندهاي اداري است، بلكه از امكان وقوع تصميمات ناعادلانه يا اشتباه  

مي جلوگيري  سيستمنيز  گونه كند.  به  بايد  اداري  به  هاي  اعتراض  امكان  كه  شوند  طراحي  اي 

  ) ٧٤:١٣٩٩. (بكر، شده توسط هوش مصنوعي را فراهم كنندتصميمات گرفته

توضيح و  شفافيت  اصل  مجموع،  مقررات در  تنظيم  در  بنيادين  اصول  از  يكي  پذيري 

شود. اين اصل نه تنها زمينه  مربوط به هوش مصنوعي در حقوق اداري اتحاديه اروپا محسوب مي

فناوري از  مسئولانه  و  قانوني  استفاده  براي  ميرا  فراهم  نوين  مشكلات  هاي  بروز  از  بلكه  كند، 

حقوقي و اجتماعي ناشي از تصميمات غيرشفاف جلوگيري كرده و به افزايش اعتماد عمومي به  

مي كمك  مصنوعي  هوش  بر  مبتني  اداري  هوش  سازوكارهاي  گسترده  تأثير  به  توجه  با  كند. 

اداري   نظام  ايجاد يك  براي  اصل  اين  رعايت  و حقوق شهروندي،  حوزه حكمراني  بر  مصنوعي 
 

١. AI Act 
٢. GDPR 
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  ٤٣فصلنامه حقوق اداري، سال دوازدهم، شماره    ٤٨

پ  گونههمان.  كارآمد، عادلانه و پاسخگو ضروري است اسنادِ كل  يكيشد،    انيب  ترشيكه   يدياز 

ا اتحاد  نيكه  در  را  به  هياصل  رسم اروپا  م به  يصورت  عموم  رد،يگيكار  از    يمقررات  حفاظت 

ماده داده  است.  به   ن يا  ٢٢  ها  تصممقررات  موضوع  به  خاص  و   يريگمي طور  دارد  اشاره  خودكار 

م با  دارديمقرر  افراد  هر  ديكه  آن   يريگميتصم  گونه از  به  است  ممكن  كه  خودكار  ها  كاملاً 

).  ١٥١:١٣٩٩پور،  (طاهري و خاك  رنديقرار گ  انتيو ص  تيوارد كند، مورد حما  يحقوق  يها بيآس

توضيح و با شفافيت كامل باشند، كند كه تصميمات خودكار بايد قابل اين ماده همچنين تأكيد مي 

اداري طوريبه مقامات  راستا،  اين  در  كند.  درك  را  تصميماتي  چنين  اتخاذ  دليل  بتواند  فرد  كه 

چنين   تأثير  تحت  كه  هستند  افرادي  براي  اطلاعاتي  آوردن  فراهم  به  موظف  اروپا  اتحاديه 

بتوانند دلايل و جزئيات تصميمات را بفهمند و در صورت تصميمات خودكاري قرار مي گيرند تا 

  . ها درخواست تجديدنظر كنندلزوم از آن

وجوگر  حكم داد كه موتور جست  ٢٠١٤ديوان عدالت اتحاديه اروپا در سال    ١مشهور،   ايدر پرونده

بايد امكان حذف لينك افراد   ،كه حاوي اطلاعات نادرست و قديمي هستندرا  هايي  گوگل  براي 

توضيح  و  شفافيت  اصل  منظر  از  پرونده  اين  كند.  به  فراهم  كه  دارد  اهميت  جهت  آن  از  پذيري 

شركت و  ميمقامات  را  الزام  اين  تصميمها  فرايند  در  كه  به دهد  خود،  كه  گيري  زماني  ويژه 

پردازش مي را  را رعايت كرده و توضيح دهند كه چگونه و  اطلاعات فردي  كنند، شفافيت لازم 

مي قرار  حذف  يا  استفاده  مورد  خاصي  اطلاعات  بهچرا  پرونده،  اين  در  ضرورت   ژهيوگيرند.  بر 

فرا  تيشفاف تصم  تاليجيد  يريگميتصم  نديدر  برابر  در  افراد  حقوق  حفظ  تأك  ماتيو    د يخودكار 

 .شده است

  هااصل حفظ حريم خصوصي و حفاظت از داده  .٢-٢

از داده و حفاظت  از مهماصل حفظ حريم خصوصي  اتحاديه اروپا يكي  ترين ها در حقوق اداري 

هاي هوش مصنوعي مورد تأكيد قرار گرفته است. اين اصل  اصولي است كه در استفاده از فناوري

مي جمعتضمين  مراحل  تمامي  در  كه  ذخيرهكند  پردازش،  دادهآوري،  از  استفاده  و  هاي سازي 

ها در زمينه حريم خصوصي رعايت شده و از  شهروندان توسط نهادهاي اداري، حقوق اساسي آن

 
١. Google Spain SL, Google Inc. v. Agencia Española de Protección de Datos. 
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  ٤٩     اروپا  هياتحاد يو نظام حقوق رانيا  يدر حقوق ادار يهوش مصنوع تي از ظرف يبرداراصول و الزامات بهره

از  استفاده  روزافزون  گسترش  به  توجه  با  شود.  جلوگيري  احتمالي  نقض  يا  سوءاستفاده  هرگونه 

هايي مانند خدمات عمومي، اجراي قانون، ويژه در حوزههاي اداري، بههوش مصنوعي در سيستم

 .اي برخوردار استبهداشت و رفاه اجتماعي، رعايت اين اصل از اهميت ويژه

مهم  از  داده يكي  از  حفاظت  و  خصوصي  حريم  حفظ  اصل  ابعاد  رعايت ترين  لزوم  ها، 

داده  پردازش  به  مربوط  دادهمقررات  از  حفاظت  عمومي  مقررات  با  مطابق  شخصي  در  هاهاي 

اجرايي شده، چارچوبي جامع براي حفاظت از   ٢٠١٨اتحاديه اروپا است. اين مقررات، كه از سال  

هاي شخصي افراد در برابر پردازش غيرمجاز فراهم كرده است. طبق اين مقررات، نهادهاي  داده 

سيستم از  كه  دادهاداري  تحليل  براي  مصنوعي  هوش  ميهاي  استفاده  شهروندان  كنند، هاي 

داده موظف اين  پردازش  كه  كنند  حاصل  اطمينان  مشخص  اند  و  قانوني  اهداف  براي  تنها  ها 

اي بدون رضايت شخصي يا بدون مبناي حقوقي معتبر مورد استفاده  گيرد و هيچ داده صورت مي

  .گيردقرار نمي

چالش از  بر  يكي  اداري  نهادهاي  كنترل  و  دسترسي  ميزان  زمينه،  اين  در  اصلي  هاي 

از سيستم داده  بسياري  است.  داده هاي شهروندان  از  به حجم وسيعي  هاي هاي هوش مصنوعي 

اي اتخاذ كنند. اين شخصي نياز دارند تا بتوانند الگوهاي رفتاري را تحليل كرده و تصميمات بهينه

هاي آنلاين و حتي  توانند شامل اطلاعات هويتي، سوابق پزشكي، وضعيت مالي، فعاليتها ميداده 

زيست در  اطلاعات  اروپا  اتحاديه  دليل،  همين  به  باشند.  افراد  چهره  و  انگشت  اثر  مانند  سنجي 

داده از  ميزان حداقلي  به  تنها  بايد  اداري  نهادهاي  دارد كه  تأكيد  خود  انجام  قوانين  براي  كه  ها 

ها خودداري آوري بيش از حد داده وظايف قانوني ضروري است، دسترسي داشته باشند و از جمع

  .)٢٠٢١:٣٣,Amariles( كنند

از  و حفاظت  رعايت اصل حفظ حريم خصوصي  براي تضمين  اروپا  اتحاديه  راهكارهاي  از  يكي 

الگوريتمداده  توسعه  و  طراحي  براي  ويژه  الزامات  تعيين  اين ها،  است.  مصنوعي  هوش  هاي 

داده  از  «حفاظت  عنوان  تحت  طراحيالزامات  طريق  از  داده ١» ها  از  «حفاظت  طريق  و  از  ها 

 
١.Data Protection by Design 
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  ٤٣فصلنامه حقوق اداري، سال دوازدهم، شماره    ٥٠

گنجانده شده است. بر اساس اين الزامات،  هادر مقررات عمومي حفاظت از داده  ١» هافرضپيش

استفادهتوسعه و  اصول دهندگان  اوليه طراحي،  مراحل  از همان  بايد  از هوش مصنوعي  كنندگان 

فرض، بالاترين سطح از حريم  طور پيشهاي خود لحاظ كرده و بهها را در سيستمحفاظت از داده

كنند فراهم  كاربران  براي  را  به .  خصوصي  ملزم  اداري  نهادهاي  موارد،  از  بسياري  در  همچنين، 

هاي هوش مصنوعي هستند. اين  پيش از اجراي سيستم ٢هاانجام ارزيابي تأثيرات حفاظت از داده

داده  پردازش  از  ناشي  احتمالي  خطرات  تحليل  و  شناسايي  شامل  اتخاذ  ارزيابي  و  هاي شخصي 

كند تا پيش از تدابير لازم براي كاهش اين خطرات است. اين امر به نهادهاي اداري كمك مي

ها اطمينان حاصل كنند و  برداري از هوش مصنوعي، از رعايت استانداردهاي حفاظت از دادهبهره 

  .از هرگونه نقض احتمالي جلوگيري نمايند

داده از  حفاظت  و  حريم خصوصي  اصل حفظ  نهايت،  به در  ملزم  را  اداري  نهادهاي  ها، 

رساني به شهروندان درباره حقوقشان در اين  شفافيت در نحوه استفاده از هوش مصنوعي و اطلاع

ها، هدف فهم درباره نحوه پردازش داده كند. اين امر شامل ارائه توضيحات روشن و قابلزمينه مي

جمع آناز  استآوري  مشكلات  بروز  صورت  در  تجديدنظر  درخواست  يا  اعتراض  امكان  و   ها، 

)Etscheid,و ).  ٢٠١٩:٢٤٨ مختلف  قضاياي  در  اصل  اين  قانوني  و  عملي  مصاديق  از  يكي 

است كه در آن دادگاه ديوان عدالت اروپا به بررسي حق    ٣ايي اتحاديه اروپا، قضيهيهاي قضارويه

پرداخته است. در اين پرونده، ديوان عدالت اروپا بيان كرد كه افراد حق  حذف اطلاعات شخصي

هاي شخصي خود از موتورهاي جستجوگر اينترنتي مانند گوگل را  دارند كه درخواست حذف داده 

يا به به اين اطلاعات ديگر مرتبط، دقيق  روز نيستند، داشته باشند. در اين قضيه،  ويژه زماني كه 

شركت كه  كرد  تأكيد  اروپا  عدالت  سازمانديوان  و  داده ها  به  كه  تجاري  شخصي  هاي  هاي 

دسترسي دارند، بايد اقدامات مناسبي را براي حفاظت از حريم خصوصي افراد و جلوگيري از نقض  

كنند اتخاذ  قانوني . آن  جنبه  داده  ٥ماده  نيز    از  از  حفاظت  عمومي  پردازش   هامقررات  اصول 

 
١.Data Protection by Default  
٢.DPIA 
٣ Google Spain SL, Google Inc. v Agencia Española de Protección de Datos 
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  ٥١     اروپا  هياتحاد يو نظام حقوق رانيا  يدر حقوق ادار يهوش مصنوع تي از ظرف يبرداراصول و الزامات بهره

طور قانوني، منصفانه و شفاف  ها بايد به كند و تأكيد دارد كه داده هاي شخصي را مشخص ميداده 

  . آوري و پردازش شوندپردازش شوند و بايد براي اهداف خاص و شفاف جمع

هاي اداري اتحاديه طور عملي، اجراي اين مقررات در سطح ملي و همچنين در سياستبه

به گسترده اروپا  سازمانطور  به  و  است  شده  انجام  عضو اي  كشورهاي  در  دولتي  مقامات  و  ها 

الزام مي اروپا  و روش اتحاديه  ابزارها  از  داده كند كه  از  براي حفاظت  مناسب  هاي شخصي  هاي 

شهروندان استفاده كنند. براي مثال، در صورتي كه يك مقام دولتي در اتحاديه اروپا به پردازش 

آوري شده طور صحيح جمعها بههاي شخصي افراد بپردازد، بايد اطمينان حاصل كند كه داده داده 

 .هاي امنيتي انجام شودها در برابر نقض و اقدامات امنيتي لازم براي حفاظت از آن

ها در اصل حفظ حريم خصوصي و حفاظت از دادهاين است كه اصولاً    گانتحليل نگارند

حقوق دولت  به  بوروكراتيك سنتي  دولت  از  گذار  از  بارزي  نماد  اروپا،  اتحاديه  اداري  مدار  حقوق 

تنها بر كارآمدي اداري تأكيد دارد، بلكه حقوق بنيادين شهروندان در  ديجيتال است؛ دولتي كه نه

توان گفت اين  برابر ابزارهاي فناورانه را نيز در كانون توجه قرار داده است. از منظر شخصي، مي

واقع،  در  است.  تكنولوژي  و  قانون  حاكميت  عمومي،  اخلاق  ميان  تلاقي  نقاط  از  يكي  اصل 

نظير، توانسته حريم خصوصي را نه صرفاً يك حق فردي در معناي اتحاديه اروپا با رويكردي كم

لكه جزئي از نظم اداري و الزامي ساختاري براي تمامي نهادهاي دولتي و عمومي تلقي محدود، ب

داده.  كند از  اصل حفاظت  اروپا،  اتحاديه  اداري  حقوق  بر  در سيستم  «فيلتر حاكميتي»  نوعي  ها 

آوري اطلاعاتي شود؛ يعني هيچ تصميم اداري، فرايند پردازشي يا جمععملكرد اداري محسوب مي

موازيننمي كامل  رعايت  با  مگر  نكند،  عبور  اصل  اين  الزامات  فيلتر  از  (مقررات     GDPRتواند 

داده از  حفاظت  كميسيون عمومي  مانند  اداري  سنتي  نهادهاي  بر  حتي  قانوني،  ساختار  اين  ها). 

مي اعمال  نيز  محاسبات  ديوان  و  پارلمان  شفافيت اروپا،  و  پاسخگويي  از  افقي  نوعي  و  شود 

ايداده  را  استبنيان  كرده  نظام.  جاد  برخي  برخلاف  كه  است  توجه  قابل  ديگر،  سوي  هاي از 

آن در  كه  ميحقوقي  اداري  كارايي  يا  ملي  امنيت  بهانه ها  حريم خصوصي تواند  نقض  براي  اي 

بحران و  با تهديدات تروريستي  مواجهه  در  اروپا حتي  اتحاديه  توازن  باشد،  مهاجرتي، حفظ  هاي 

ها حفظ كرده است. اين نشانه بلوغ نهادي و حقوقي ميان امنيت و آزادي را از منظر حقوق داده 
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  ٤٣فصلنامه حقوق اداري، سال دوازدهم، شماره    ٥٢

با اين حال، از ديدگاه انتقادي شخصي، يك چالش جدي در اين نظام، تعادل ميان  ت.  اتحاديه اس

ها است. الزام به اخذ رضايت، انجام  گيري اداري و رعايت تشريفات حفاظت از داده سرعت تصميم

از  ارزيابي حفاظت  اثرات  محدوديترسانياطلاع  ها،دادههاي  اعمال  و  مكرر  بر هاي  فني  هاي 

مي  گاه  اطلاعات،  به انتقال  كند،  ايجاد  ديجيتال  بوروكراسي  و  كندي  شرايط  تواند  در  ويژه 

اين اصل از حيث كرامت  بنابراين، اگرچه  ادارات محلي با ظرفيت فني محدود.  اضطراري يا در 

اما در مرحله اجرا بايد ميان حفظ حريم خصوصي و كارآمدي اداري    ؛انساني غيرقابل انكار است

 . تر طراحي شودافزاري و حقوقي منعطفنوعي معماري نرم

ها در حقوق اداري اتحاديه اروپا، در مجموع، اصل حفظ حريم خصوصي و حفاظت از داده 

تنها يك حق منفعل، بلكه يك ابزار فعال براي بازطراحي مناسبات قدرت در ، نه نگارندهاز منظر  

ها به دست شهروند، محدودسازي اقتدار  دولت ديجيتال است؛ ابزاري براي بازگرداندن كنترل داده 

نهادينه  اين يك تجربه موفق است كه مي اداري، و  مانند  سازي شفافيت.  براي كشورهايي  تواند 

بخش باشد، به شرطي كه نگاه صرفاً فني به هوش مصنوعي و داده، به نفع نگاهي  ايران نيز الهام 

  د.محور و شهروندمدار تغيير ياب حقوق

  طرفي و عدم تبعيضاصل بي .٢-٣

كارگيري هوش مصنوعي در حقوق  ترين اصول در بهطرفي و عدم تبعيض يكي از مهماصل بي

كه تضمين مي است  اروپا  اتحاديه  تصميماداري  در  فناوري  اين  بهگيريكند  اداري  صورت هاي 

بي ميعادلانه،  مصنوعي  هوش  اينكه  به  توجه  با  كند.  عمل  تبعيض  بدون  و  در طرف  تواند 

درخواست ارزيابي  عمومي،  ارائه خدمات  مانند  مختلفي  و  فرايندهاي  مقررات  اجراي  اداري،  هاي 

اي طراحي و اجرا گونه حتي امور قضايي و انتظامي نقش ايفا كند، ضرورت دارد كه اين فناوري به

نابرابري در جامعه نشود و  تبعيض  به  و منجر  نكند  بنيادين شهروندان را نقض  .  شود كه حقوق 

شود، خطر طرفي و عدم تبعيض مطرح ميهايي كه در رابطه با اصل بيلشترين چايكي از مهم

الگوريتم در  الگوريتمسوگيري  است.  مصنوعي  هوش  براي  هاي  ماشيني  يادگيري  هاي 

داده تصميم به  جمعگيري  مختلف  منابع  از  كه  هستند  متكي  شدههايي  داده آوري  اين  و  ها اند 

هاي مورد استفاده در آموزش آميز باشند. براي مثال، اگر دادهممكن است حاوي الگوهاي تبعيض
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  ٥٣     اروپا  هياتحاد يو نظام حقوق رانيا  يدر حقوق ادار يهوش مصنوع تي از ظرف يبرداراصول و الزامات بهره

يك سيستم هوش مصنوعي براي استخدام در يك نهاد دولتي بر اساس سوابق تاريخي باشد و  

در گذشته اين نهاد تمايل بيشتري به استخدام افراد يك گروه خاص داشته باشد، احتمال دارد كه  

طور ناخودآگاه  سيستم هوش مصنوعي نيز همين الگو را بازتوليد كند و در نتيجه، تصميمات آن به

ارائه  ويژه در حوزه آميز باشد. اين موضوع به تبعيض هايي مانند استخدام، تخصيص منابع دولتي، 

مي قضايي  امور  و  اجتماعي  بيخدمات  و  نابرابري  بروز  موجب  شودتواند  اروپا  .  عدالتي  اتحاديه 

دهندگان و كاربران هوش مصنوعي را  براي مقابله با اين چالش، مقرراتي را وضع كرده كه توسعه

سوگيري حذف  و  كاهش  شناسايي،  به  الگوريتمملزم  در  احتمالي  ميهاي  اين  ها  از  يكي  كند. 

هاي هوش مصنوعي در  قبل از اجراي سيستم  مقررات، لزوم انجام «ارزيابي تأثيرات حقوق بشري

دولت به  ارزيابي  اين  است.  اداري  سازماننهادهاي  و  ميها  كمك  اداري  از هاي  پيش  تا  كند 

را بررسي كرده و  كارگيري هوش مصنوعي، اثرات احتمالي آن بر گروهبه هاي مختلف اجتماعي 

سوگيري شناسايي  صورت  دهنددر  انجام  را  لازم  اصلاحي  اقدامات  ناعادلانه،  .  هاي 

)Florenti,ـ٢٠٢٠:٢٠Engstrom, (  

همچنين، اتحاديه اروپا بر اصل شفافيت در توسعه و استفاده از هوش مصنوعي تأكيد  

كند و چه عواملي در فرايند تحليل  گيري ميدارد تا مشخص شود كه چگونه اين فناوري تصميم

بيداده  تضمين  براي  اروپا  اتحاديه  راهكارهاي  از  ديگر  يكي  هستند.  تأثيرگذار  عدم ها  و  طرفي 

روش  از  استفاده  مصنوعي،  هوش  در  منصفانهتبعيض  «يادگيري  آموزش »  هاي  و  طراحي  در 

ها را شناسايي كرده هاي موجود در داده كنند كه سوگيريها تلاش ميها است. اين روش الگوريتم

تكنيك از  استفاده  با  آنو  محاسباتي،  و  آماري  نظارت هاي  اين،  بر  علاوه  دهند.  كاهش  را  ها 

تصمي فرايند  بر  به گيريمانساني  مصنوعي  هوش  از  هاي  بسياري  در  قانوني  الزام  يك  عنوان 

طور ناعادلانه عليه ها بهكاربردهاي حساس مطرح شده است تا اطمينان حاصل شود كه سيستم

علاوه بر مقررات حقوقي، اتحاديه اروپا راهكارهاي فني نيز براي  .كنندهاي خاصي عمل نميگروه

سيستم در  تبعيض  اين  كاهش  از  يكي  مثال،  براي  است.  كرده  ارائه  مصنوعي  هوش  هاي 

هاي هوش مصنوعي  ها الگوريتماست كه در آن  »هاي سوگيريراهكارها، استفاده از «آزمايشگاه

به از  ميقبل  قرار  آزمايش  مورد  اداري  نهادهاي  در  اين  كارگيري  آيا  كه  تا مشخص شود  گيرند 
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  ٤٣فصلنامه حقوق اداري، سال دوازدهم، شماره    ٥٤

تصميمالگوريتم در  گروه گيريها  به  خود  آن هاي  از  يا  داده  ترجيح  خاصي  تبعيضهاي  آميز ها 

حمايت »  پذيري الگوريتميعلاوه بر اين، اتحاديه اروپا از اصل «مسئوليت .اند يا خيربرخورد كرده 

سازمانمي آن،  اساس  بر  كه  براي تصميمكند  مصنوعي  از هوش  كه  اداري  استفاده  هاي  گيري 

سيستممي اين  عملكرد  قبال  در  بايد  به كنند،  اصل  اين  باشند.  پاسخگو  كه ها  مواردي  در  ويژه 

اتخاذ تصميمات ناعادلانه يا تبعيضسيستم شوند، اهميت  آميز ميهاي هوش مصنوعي منجر به 

مي تخلفات، پيدا  شناسايي  صورت  در  كه  هستند  ملزم  خصوصي  و  دولتي  نهادهاي  كند. 

 )١٣٩٩:٣١٦(واثقي،   .پذير بوده و اقدامات اصلاحي انجام دهندمسئوليت

يك نمونه برجسته از اين اصل در قضيه مؤسسة بهداشتي    ،در اين خصوص به طور عيني

اروپا عليه كميسيون  گرجستان  كارمندان  اتحاديه  و  پرونده،  مشاهده مي ١اجتماعي  اين  در  شود. 

سسه  ؤدادگاه ديوان عدالت اروپا به بررسي يك مورد تبعيض در رابطه با استخدام اعضاي يك م

يا وضعيت اقامتي متقاضيان، از استخدام آن مليت  ها جلوگيري اداري پرداخته است كه به دليل 

هاي  شده بود. در اين پرونده، ديوان عدالت اروپا تأكيد كرد كه اقدامات اداري كه به دليل ويژگي

طرفي و  ملي، قوميتي يا وضعيت اقامتي افراد باعث تبعيض شوند، بايد مطابق با قانون و اصول بي

طور روشن  در اين قضيه، ديوان عدالت اروپا به. عدم تبعيض اتحاديه اروپا، مورد بررسي قرار گيرند

طرفي و عدم تبعيض مستلزم رعايت عدالت در فرايندهاي اداري است و  اعلام كرد كه اصول بي

  هاي غيرموجه در تصميمات خود بپردازند. توانند به تبعيضمقامات دولتي و نهادهاي عمومي نمي

توانند از نظر قانوني  همچنين تأكيد شد كه قوانيني كه در تضاد با اين اصول باشند، مي

از جنبه قانوني، ماده  .قابل قبول نباشند و بايد اصلاح شوند تا بر اساس اصول مذكور عمل كنند

اتحاديه اروپا بر اصل عدم تبعيض تأكيد دارد و بيان مي  ٢١ بنيادين  كند كه هيچ  منشور حقوق 

شخصي نبايد به دليل جنسيت، نژاد، رنگ پوست، وضعيت اجتماعي، قوميت، زبان، مذهب، عقايد 

ويژه در  سياسي، مليت، وضعيت اجتماعي، يا هر دليل ديگر مورد تبعيض قرار گيرد. اين ماده به 

مي اعمال  اروپا  اتحاديه  حقوقي  و  اداري  تبعيضفرايندهاي  اقدام  هرگونه  و  در  شود  آميز 

طرفي در نتيجه، اصل بي.  شماردهاي اداري را نقض حقوق بشر و اصول عدالت ميگيريتصميم

 
١.C-١٣٧/١٢ 

 [
 D

ow
nl

oa
de

d 
fr

om
 q

ja
l.s

m
tc

.a
c.

ir
 o

n 
20

26
-0

2-
20

 ]
 

                            12 / 33

http://qjal.smtc.ac.ir/article-1-1450-en.html


  ٥٥     اروپا  هياتحاد يو نظام حقوق رانيا  يدر حقوق ادار يهوش مصنوع تي از ظرف يبرداراصول و الزامات بهره

ي و قانوني  ي و عدم تبعيض در حقوق اداري اتحاديه اروپا در عمل به شكل خاصي از مصاديق قضا

ويژهپياده  توجه  بايد  اداري  نهادهاي  و  دولتي  مقامات  و  است  شده  در  سازي  آن  رعايت  به  اي 

تصميم مراحل  باشندگيريتمامي  داشته  خود  را هاي  مصنوعي  هوش  سوگيري  كلي،  طور  به   .

كند و متغيرهايي هايي كه هوش مصنوعي از آنها استفاده ميتوان در دو منبع رديابي كرد: دادهمي

تواند منجر به هوش مصنوعي شود كه تعصبات كه در نظر گرفته است، هر يك از اين موارد مي

  )٢٠٢١:٣٠,Goudgeبخشد.(دار در خود داده را تداوم ميهاي ريشهكدگذاران خود يا سوگيري

داده بر مجموعه  الگوريتم  است  ممكن  نخست،  كه  است  آن  داده  توضيح  آموزش  هايي 

ها،  ها ممكن است در مواردي كه ناكارآمدي مجموعهشود كه دقيق يا ناقص است، مجموعه داده 

هاي انتخاب مغرضانه وجود داشته باشد، نمايانگر واقعيت نباشند. براي  هاي اجتماعي يا گروه انگ

هاي خدمات عمومي، اغلب در  هاي به حاشيه رانده شده به دليل تعامل بيشتر با سامانه مثال، گروه 

  )٢٠١٧:٧,Eubanksهاي عمومي بيشتري هستند. (معرض جمع آوري داده 

مند به ضرر كساني باشد كه  تواند به طور نظام هاي آموزشي مينمايش منحرف در داده 

) چالش ديگر از اين  ٢٠١٦:٦٨١,Barocasاند.(ها كمتر يا بيش از حد ارايه شدهدر مجموعه داده 

گيرد، بنابراين ممكن است  هاي تاريخي ياد ميشود كه هوش مصنوعي از داده واقعيت ناشي مي

هاي تاريخي را تكرار كند. دوم ها يا سوگيريها به هوش مصنوعي بياموزند كه نابرابرياين داده 

اي باشد كه بياموزد هنگام مواجهه با يك متغير  نويسي هوش مصنوعي ممكن است به گونه برنامه 

نتيجهويژگي نژاد،  يا  جنسي  گرايش  جنسيت،  مانند  شده  محافظت  از  هاي  كند.  ايجاد  منفي  اي 

مي  معلولي عمل  و  علّي  روابط  نه  و  اساس همبستگي  بر  كند، هيچ  آنجايي كه هوش مصنوعي 

ندارد  وجود  هستند،  استخدام  به  نامربوط  يا  مرتبط  عوامل  كدام  اينكه  تعيين  براي  راهي 

)Suksi,تحصيل  ).٢٠٢١:٩٥ مدرسه  چندين  در  متقاضيان  كه  زمان  هر  سامانه  نيز  عمل  در 

كرده بودند، بدون توجه به زمينه، معناي منفي استخراج و تبعيض غيرقانوني را بر اساس يك 

دهد فعلاً الگوريتم از ظرفيت بسيار كرد. اين امر نشان مي پذير مي ويژگي محافظت شده امكان 

است.  برخوردار  انسان  به  اجتماعي، درك اخلاقي و استدلال نسبت  در تفسير زمينه  محدودي 

  ) ١٨٠:١٤٠١(مرادي برليان،  
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  ٤٣فصلنامه حقوق اداري، سال دوازدهم، شماره    ٥٦

كارگيري هوش  طرفي و عدم تبعيض در به اصل بي اين است كه اصولاً    گانتحليل نگارند

برابري در دولت ديجيتال  در واقع ترجمان مدرن اصل  اروپا،  اتحاديه  اداري  مصنوعي در حقوق 

هاي نوظهور مانند  اما در مواجهه با فناوري  ؛ت حقوقي اروپايي دارداست؛ اصلي كه ريشه در سنّ

منظر الگوريتم از  است.  يافته  پرچالش  گاه  و  پيچيده  چندلايه،  معنايي  ماشين،  يادگيري  و  ها 

نظام تلاشي  مثابه  به  بايد  را  اصل  اين  و شخصي،  كُد»  در  پنهان  «جانبداري  مهار  براي  مند 

در   مصنوعي  هوش  نقش  چه  هر  واقع،  در  ديد.  خودكار  تصميمات  در  انساني  كرامت  تضمين 

افزايش ميگيريتصميم نيز بيش يابد، خطر جانبداريهاي عمومي  شود؛ تر ميهاي سيستماتيك 

الگوريتم دادهزيرا  از  بازتابي  تاريخيها  داده هاي  و  سوگيرياند  حامل  خود  تاريخي  هاي هاي 

طرفي نه تنها به در حقوق اداري اتحاديه اروپا، بيد.  اجتماعي، جنسيتي، نژادي يا اقتصادي هستن

ها و  معناي پرهيز از تبعيض مستقيم، بلكه شامل نظارت بر تبعيض غيرمستقيم، بازتوليد نابرابري

طرفي، اتحاديه را به شود. چنين تفسيري از اصل بيحتي پيامدهاي غيرعمدي يك الگوريتم مي

چارچوب توسعه  در  جهاني  است؛ پيشگام  كرده  تبديل  مصنوعي  هوش  حقوقي  و  اخلاقي  هاي 

نه فقط ناظر  (EDPS) هاجايي كه نهادهايي مانند كميسيون اروپا و ناظر اروپايي حفاظت از داده

اثرات هستند بر  ناظر  بلكه  فرايندها،  به .  بر  معتقدم كه از سوي ديگر،  ناظر شخصي،  عنوان يك 

بيپياده  اصل  شفافسازي  از  فراتر  چيزي  نيازمند  بايد طرفي  است.  الگوريتم  منطق  و  كُد  سازي 

هاي هوش مصنوعي نهادينه شود و اين همان تنوع انساني در طراحي، آموزش، و بازبيني سيستم

كند. مقررات اتحاديه در زمينه عدم تبعيض، جايي است كه حقوق اداري با علوم داده تلاقي مي

اي واقعي است  رشتههاي مياناما در عمل نيازمند همكاري  ؛گرچه در اسناد بسياري تصريح شده

 .  طرفي صرفاً در حد يك شعار باقي نماندتا بي

به اداري،  در فضاي  كه  كرد  فراموش  نبايد  مانند تخصيص  همچنين  ويژه در تصميماتي 

صلاحيت ارزيابي  يا  مجوزها،  صدور  عمومي،  كممنابع  ميها،  سوگيري  به  ترين  منجر  تواند 

بيبي اصل  بنابراين  گسترده شود.  بلكه عدالتي  اختياري،  اخلاقي  امر  نه يك  اين فضا  در  طرفي 

در نهايت،  .  يك الزام حقوقي است كه با اصل مشروعيت اداري و اعتماد عمومي گره خورده است

گذرد،  طرفي در هوش مصنوعي صرفاً از مسير فني نميدهد كه بيتجربه اتحاديه اروپا نشان مي
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  ٥٧     اروپا  هياتحاد يو نظام حقوق رانيا  يدر حقوق ادار يهوش مصنوع تي از ظرف يبرداراصول و الزامات بهره

نيازمند چارچوب ناظر، مكانيسمبلكه  نهادهاي مستقل  مؤثر، و هاي حقوقي شفاف،  هاي شكايت 

به   است.  عمومي  مي  نظرمشاركت  ايران  جمله  از  ديگر  كشورهاي  در  من،  تجربه  اين  از  توانند 

ويژه از اين جهت كه در جوامع  مند شوند؛ به تدوين قواعد حقوقي استفاده از هوش مصنوعي بهره 

تواند به طرفي در ابزارهاي فناورانه ميبا تنوع قومي، فرهنگي يا جنسيتي، عدم رعايت اصل بي

  د.هاي ساختاري منجر شوتعميق تبعيض

  الزامات حقوقي براي اجراي هوش مصنوعي در نظام اداري ايران . ٣

گام  آنكه  وجود  با  ايران،  خلأهاي  در  هنوز  است،  شده  برداشته  ديجيتال  تحول  زمينه  در  هايي 

زمينه   در  جامع  مقررات  نبود  دارد.  وجود  مصنوعي  هوش  زمينه  در  متعددي  اجرايي  و  قانوني 

تعهدات مسئوليت و  حقوق  دقيق  تعريف  عدم  مصنوعي،  هوش  بر  مبتني  تصميمات  پذيري 

چالش و  فناوري،  اين  قبال  در  اداري  نهادهاي  و  داده شهروندان  از  حفاظت  به  مربوط  هاي  هاي 

مي كه  است  موانعي  جمله  از  با  شخصي  را  ايران  اداري  نظام  در  مصنوعي  هوش  اجراي  تواند 

  )١١٤:١٣٩٦(كونكه،  .مشكلاتي مواجه كند

  اصلاح و تدوين قوانين مربوط به هوش مصنوعي . ٣-١

ا در حقوق  ادار  ژهيوبه  -   رانيدر حال حاضر،  مستقل  نيقوان  -ي  در حقوق  و  زم  يخاص   نه يدر 

مصنوع به  يهوش  اما  ندارد؛  كلوجود  و  عام  مل  يبرخ  ،يصورت  سند  جمله  از  هوش   ياسناد 

از منظر سند ملي هوش   است. دهيرس بيبه تصو ١٤٠٣در سال  رانيا ياسلام يجمهور يمصنوع

ايران مصوب   اسلامي  انجام هوش مصنوعي    ١٤٠٣مصنوعي جمهوري  براي  ماشين  به توانايي 

نظام و  خودكار  پيش عملكردهاي  مسأله،  حل  استنتاج،  درك،  يادگيري،  جمله  از  بيني،  مند 

گفته ميتصميم داده  پردازش  و  اطلاعات  و  دانش  به كارگيري  از طريق  اقدام  و  كه  گيري  شود 

اثرگذاري و همچنين منشأ  مجازي  يا  فيزيكي  محيط  در  انساني  روابط  و  انسان  بر  گسترده  هاي 

دادهبازتاب ماهيتي  مصنوعي  هوش  است.  محيطي  زيست  شبكههاي  الگوريتمي،  اي،  اي، 

  .هاي نوين داردهاي كلاسيك و ساير منطقاي و يكپارچه، مبتني بر منطقاي، لايهخوشه

هاي مرتبط با هوش برخي از مفاد و اصول قانوني در زمينه البته به واسطه خلأ تقنيني،  

به  حوزهمصنوعي  در  مسئوليتويژه  خصوصي،  حريم  معنوي،  مالكيت  حقوق  نظير  پذيري، هايي 
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  ٤٣فصلنامه حقوق اداري، سال دوازدهم، شماره    ٥٨

شود. اين  ها و مسائل مربوط به جرائم سايبري، در برخي قوانين موجود ديده ميحفاظت از داده

يكي  .  طور غيرمستقيم به مسائل مربوط به هوش مصنوعي و كاربردهاي آن اشاره دارندقوانين به 

مي كه  قوانيني  حقوق از  از  حمايت  قانون  دانست،  مصنوعي  هوش  با  مرتبط  را  آن  توان 

اي است كه در آن به مسائل مربوط به حقوق مالكيت معنوي و افزارهاي رايانهپديدآورندگان نرم

افزاري اشاره شده است. از آنجا كه هوش مصنوعي به طور عمده در حقوق پديدآورندگان آثار نرم

طور غيرمستقيم به ها قرار دارد، اين قانون ممكن است بهاي و الگوريتمافزارهاي رايانهحوزه نرم

باشد پرداخته  مصنوعي  هوش  با  مرتبط  حقوقي  رايانه.  مسائل  جرائم  با قانون  رابطه  در  هم  اي 

ها و اطلاعات شخصي، كه در زمينه كاربرد هوش مصنوعي اهميت دارند،  مسائل مربوط به داده 

اشاره   به استقابل  در حوزه .  نظير جمعويژه  دادههايي  الگوريتمآوري  از  استفاده  و  هاي هوش ها 

از   حفاظت  و  حريم خصوصي  قوانين  از  مواردي  است  ممكن  اطلاعات،  پردازش  براي  مصنوعي 

تدريج به علاوه بر اين، ايران به . ويژه در زمينه جلوگيري از نقض حقوق افراد مطرح شودها بهداده 

هم  در  دنبال  است  ممكن  و  است  زمينه  اين  در  جهاني  استانداردهاي  با  خود  قوانين  راستاسازي 

تر در خصوص هوش مصنوعي در كشور باشيم. براي شاهد تصويب قوانيني مستقل و جامع  آينده،

در سال  بهمثال،  ايراني  مقامات  اخير،  لزوم هاي  به  اطلاعات  فناوري  و  ارتباطات  وزارت  در  ويژه 

چارچوب فناوريتدوين  از  استفاده  براي  قانوني  اشاره هاي  مصنوعي  هوش  مانند  نوين  هاي 

قوانين خاص و جامع در خصوص هوش مصنوعي در    ،در نتيجه، اگرچه در حال حاضر.  اندكرده

طور غيرمستقيم به مباحث مرتبط با اين حوزه  اما برخي از قوانين موجود به  ؛اندايران تصويب نشده

رود كه در آينده قوانين بيشتري در اين زمينه به تصويب برسند تا  اند و همچنان انتظار ميپرداخته

. به طور كلي  طور قانوني و مسئولانه صورت گيردو توسعه هوش مصنوعي در كشور به استفاده  

اجراي هوش مصنوعي در نظام اداري ايران نيازمند يك چارچوب قانوني است كه  بايد گفت كه  

هاي مختلف فراهم كند. اين چارچوب نه تنها  توانايي مديريت و نظارت بر اين فناوري را در زمينه

بهره  از  كه  شود  تنظيم  نحوي  به  فرايندهاي بايد  در  مصنوعي  هوش  از  مؤثر  و  مناسب  برداري 

امكان   حال،  عين  در  و  نمايد  محافظت  نيز  شهروندان  حقوق  از  بايد  بلكه  كند،  پشتيباني  اداري 

فعاليت بر  نظارت  و  مهم پاسخگويي  از  يكي  كند.  فراهم  را  اجرايي  نهادهاي  و  دولت  ترين  هاي 
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  ٥٩     اروپا  هياتحاد يو نظام حقوق رانيا  يدر حقوق ادار يهوش مصنوع تي از ظرف يبرداراصول و الزامات بهره

در .  هاي مرتبط با حقوق اداري است ويژه در زمينه الزامات در اين راستا اصلاح و تدوين قوانين به 

به ايران  حقوقي  نظام  حاضر،  و حال  جامع  مقرراتي  و  قوانين  فاقد  اداري،  حقوق  زمينه  در  ويژه 

گيري و اجرايي است. قوانين  منسجم در رابطه با استفاده از هوش مصنوعي در فرايندهاي تصميم

به  عمدتاً  زمينه  اين  در  سنّموجود  تدوين شدهصورت  پيشين  شرايط  براي  و  تحولات تي  با  و  اند 

بهسريع فناوري نوين،  بههاي  به همين دليل، طور كامل همويژه هوش مصنوعي،  نيستند.  راستا 

تدوين و اصلاح قوانين مربوط به هوش مصنوعي در حقوق اداري ايران براي تطابق با تحولات  

 ) ٩:١٤٠٢. (جوادنيا، هاي تكنولوژيكي ضروري است جهاني و پيشرفت

هاي اصلاح و تدوين قوانين، تعيين قواعد مشخص براي استفاده ترين جنبهيكي از مهم

از هوش مصنوعي در فرايندهاي اداري است. در حال حاضر، بسياري از تصميمات اداري در ايران  

هاي هوش مصنوعي، امكان اما با پيشرفت  ؛شودصورت دستي و توسط مقامات دولتي اتخاذ ميبه

تصميم فرايندهاي  تسهيل  و  تسريع  براي  فناوري  اين  از  بهاستفاده  دارد.  وجود  در گيري  ويژه 

اجراي حوزه بر  نظارت  اعتبارات،  تخصيص  در  شفافيت  منابع،  تخصيص  مانند  مختلفي  هاي 

پروندهبرنامه  مديريت  توسعه،  ميهاي  مصنوعي  هوش  اداري،  اسناد  و  ايفا  ها  مهمي  نقش  تواند 

قوانين   كه  است  نياز  باشد،  و شفاف  قانوني  از هوش مصنوعي  استفاده  اين  اينكه  براي  اما  كند. 

ها تنظيم شوند. اين قوانين بايد از جمله مشخص كنند كه چه اداري ايران سازگار با اين فناوري

يا نيمهتوانند بهنوع تصميمات مي اتخاذ  خودكار توسط سيستمطور خودكار  هاي هوش مصنوعي 

  . شوند و چه شرايطي براي اين فرايندها لازم است

پذيري در قبال تصميمات اتخاذ شده توسط هوش  در اين راستا، اصلاح قوانين مسئوليت

الزامات مهم است. هنگامي كه تصميمات اداري به از  هاي خودكار وسيله سيستممصنوعي يكي 

شود. در صورت بروز تر ميله تعيين مسئوليت در قبال اين تصميمات پيچيدهأشود، مس گرفته مي

اين   مسئوليت  كه  كنند  مشخص  قوانين  كه  است  لازم  شهروندان،  حقوق  نقض  يا  آسيب  خطا، 

استفاده   از هوش مصنوعي  دولتي كه  نهاد  آيا  بود.  نهادي خواهد  يا  بر عهده چه شخص  خطاها 

برنامه يا  توليدكنندگان  بايد پاسخگو باشد يا  هاي هوش مصنوعي نيز نويسان سيستمكرده است 

بيني شوند تا  طور شفاف و دقيق پيشئل بايد در قوانين جديد به شوند؟ اين مسامسئول شناخته مي
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  ٤٣فصلنامه حقوق اداري، سال دوازدهم، شماره    ٦٠

يا تبعيض بايد   .آميز حفاظت شودحقوق شهروندان در برابر تصميمات نادرست  موضوع ديگر كه 

در اصلاح قوانين حقوق اداري ايران در نظر گرفته شود، حفظ حريم خصوصي و امنيت اطلاعات  

سازي و پردازش آوري، ذخيرهتواند نيازمند جمعاست. استفاده از هوش مصنوعي در اداره امور مي 

ها ممكن است شامل اطلاعات حساس شخصي، مالي و  ها باشد. اين داده حجم عظيمي از داده 

هاي جدي به تواند آسيباجتماعي شهروندان باشد كه در صورت سوءاستفاده يا نقص امنيتي مي

حريم خصوصي افراد وارد كند. به همين دليل، تدوين قوانين و مقرراتي در خصوص حفاظت از  

سيستمداده  در  اطلاعات  امنيت  و  بايد  ها  قوانين  اين  است.  ضروري  مصنوعي  هوش  هاي 

داده گونه به تمامي  كنند  كه تضمين  شوند  تنظيم  از آوريهاي جمعاي  اداري  فرايندهاي  در  شده 

استفاده ميطريق هوش مصنوعي به با اصول قانوني  شوند و در صورت بروز طور امن و مطابق 

  ) ١٧:١٣٩٩. (منظمي، سرعت پاسخگو باشندنقض امنيتي، مقامات مسئول به 

ت بر شدّها، اصلاح قوانين بايد به علاوه بر مسائل مربوط به مسئوليت و حفاظت از داده

پذيري تصميمات اتخاذ شده توسط هوش مصنوعي تمركز كند. در حال حاضر،  شفافيت و توضيح

الگوريتم از  بهبسياري  كه عنوان «جعبه سياه» عمل ميهاي هوش مصنوعي  معنا  اين  به  كنند، 

تصميم آنفرايند  بهگيري  مسأله  ها  اين  نيست.  بررسي  و  درك  قابل  عموم  براي  كامل  طور 

تواند مشكلاتي در زمينه اعتماد عمومي به تصميمات اداري ايجاد كند. براي اينكه شهروندان  مي

هاي قانوني هاي هوش مصنوعي در فرايندهاي اداري اعتماد كنند، بايد ضمانتبتوانند به سيستم

ها شفاف و قابل توضيح باشند. بنابراين، قوانين بايد مقرراتي را ه اين سيستموجود داشته باشد ك

ها براي مقامات مسئول و حتي گيري آنها و مبناي تصميموضع كنند كه نحوه عملكرد الگوريتم

هاي مرتبط با تبعيض يا خطا  تواند به كاهش نگرانيشهروندان قابل فهم باشد. اين شفافيت مي

تصميم كندگيريدر  كمك  اداري  هوش  به .هاي  زمينه  در  قوانين  تدوين  و  اصلاح  كلي،  طور 

به  بايد  ايران  اداري  حقوق  در  اين  گونهمصنوعي  از  شود  حاصل  اطمينان  كه  گيرد  صورت  اي 

شود. اين قوانين بايد  طور مؤثر و قانوني در راستاي بهبود فرايندهاي اداري استفاده ميفناوري به

حقوقي، ابعاد  به   تمامي  و  بگيرند  نظر  در  را  مصنوعي  هوش  با  مرتبط  فني  و  بر  اخلاقي  ويژه 

دادهمسئوليت از  حفاظت  شفافيت،  اصلاحات پذيري،  اين  با  كنند.  تأكيد  شهروندان  حقوق  و  ها 
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  ٦١     اروپا  هياتحاد يو نظام حقوق رانيا  يدر حقوق ادار يهوش مصنوع تي از ظرف يبرداراصول و الزامات بهره

برداري كند و در عين  تواند از مزاياي هوش مصنوعي در نظام اداري خود بهره قانوني، ايران مي

                               .حال، از بروز مشكلات حقوقي و اخلاقي در اين زمينه جلوگيري نمايد 

  در نظام اداري ايران   . قواعد قابل وضع در مورد ضوابط حاكم بر هوش مصنوعي ٣-٢
گيري از فناوري هوش مصنوعي، مستلزم وضع قواعد و ضوابط دقيق و در نظام اداري ايران، بهره 

از منظر حقوقي، اخلاقي و حاكميتي قابل  اداري و هم  از حيث كارايي  است كه هم  چندوجهي 

اي طراحي شوند كه ضمن تسهيل و  توانند به گونه اتكا باشد. قواعد قابل وضع در اين حوزه مي

سوء بروز  از  اداري،  امور  تبعيضاستفادهتسريع  خصوصي ها،  حريم  نقض  و  سيستمي،  هاي 

 جلوگيري كنند. 

درك بودن تصميمات ماشين مقرر شود. اي ناظر بر شفافيت الگوريتمي و قابلبايد قاعده

سيستم تصميمكليه  فرايندهاي  در  كه  مصنوعي  هوش  بههاي  اداري  ميگيري  بايد  كار  روند، 

اي طراحي شوند كه تصميماتشان براي انسان قابل پيگيري، مستندسازي و قابل توضيح گونه به

اي تدوين گردد كه امكان  گونهباشد. به عبارتي، تصميم اداري كه مبتني بر الگوريتم است، بايد به 

 . اعتراض و بررسي مجدد براي مراجع بالاتر و شهروندان وجود داشته باشد

مسئوليتقاعده و  پاسخگويي  به  مربوط  گونه  اي  هر  است  لازم  دارد.  ضرورت  پذيري 

سيستم از  تصميماستفاده  در  هوشمند  مسئوليت گيريهاي  دقيق  تعيين  با  همراه  اداري،  هاي 

مرتبط با طراحي، توسعه، آموزش، استفاده و نظارت بر اين   يا حقوقي  نهادها و اشخاص حقيقي 

شهروندي،  سيستم حقوق  به  آسيب  يا  تبعيض  اشتباه،  بروز  صورت  در  ترتيب،  بدين  باشد.  ها 

ها و حريم خصوصي بايد  قاعده صيانت از داده.  مسئوليت آن مشخص و قابل پيگيري خواهد بود

براي آموزش الگوريتموضع گردد. داده  يا تصميمهايي كه  هاي هوش مصنوعي استفاده گيريها 

بايد مي بنابراين،  هستند.  مراجعان  و  كاربران  شخصي  و  حساس  اطلاعات  حاوي  اغلب  شوند، 

ها تدوين شود هاي قانوني براي نحوه گردآوري، ذخيره، پردازش، انتقال و حذف اين داده چارچوب

 .هاي كافي بر رعايت استانداردهاي حفاظت اطلاعات وجود داشته باشدو نظارت

الگوريتم است.  بنيادين  الزامات  از  تبعيض  منع  و  الگوريتمي  يادگيري  قاعده عدالت  هاي 

هاي آموزشي خود طور ناخواسته حامل تعصبات تاريخي يا فرهنگي در دادهماشين ممكن است به
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مي تعصبات  اين  عملكرد باشند.  ارزيابي  منابع،  تخصيص  استخدام،  در  تبعيض  قالب  در  توانند 

ارباب به  خدمات  ارائه  يا  و  كاركنان  مميزي  براي  قواعدي  بايد  بنابراين،  كنند.  پيدا  نمود  رجوع 

 .اي تصويب و اعمال شودطور دورهها بهطرفي الگوريتمآزمون بي

قاعده انحصارزدايي و منع تمركزگرايي ديجيتال بايد در نظر گرفته شود. استفاده گسترده  

هاي هوش مصنوعي در بدنه دولت نبايد منجر به انحصار فناوري در دست چند نهاد يا  از سيستم

غيراحساس،  داده  منابع  به  آزاد  دسترسي  بومي،  توسعه  براي  ضوابطي  بايد  شود.  خاص  شركت 

نرم قراردادهاي  شركتشفافيت  ميان  فناورانه  رقابت  در  گشودگي  و  دانشافزاري،  و هاي  بنيان 

 .ها وضع گردداستارتاپ

ارزيابي مستمر در كليه مراحل چرخه عمر سيستم هاي هوش قاعده نظارت تخصصي و 

ها، بايد نهادهاي روزرساني الگوريتمسازي و بهمصنوعي ضروري است. از مرحله طراحي تا پياده

بهره  نهاد  از  مستقل  اداري ناظر،  و  اجتماعي  اثرات  ارزيابي  ضمن  كه  باشند  داشته  وجود  بردار، 

 . هوش مصنوعي، بتوانند در مواقع بحران يا بروز آسيب، مداخله مقتضي را انجام دهند

يا اصلاح عملكرد سيستمبايد قاعده توقف  قابليت  هاي هوش مصنوعي اي در خصوص 

پيش رفتارهاي  دچار  سيستم  كه  شرايطي  در  گردد.  حقوق  بينيوضع  براي  خطرناك  يا  نشده 

سازوكار   و  بدهد  را  آن  ايمن  و  فوري  توقف  اجازه  بايد  قانون  شود،  اطلاعات  امنيت  يا  عمومي 

 .حقوقي لازم براي اين كار فراهم گردد-فني

منعطف  حقوقي  نظام  يك  نظام   ،ايجاد  در  مصنوعي  هوش  بر  حكمراني  براي  قاطع  اما 

و  علمي  تخصصي  نهادهاي  قضائيه،  مقنن،  مجريه،  قوه  ميان  همكاري  مستلزم  ايران،  اداري 

فناورانه، و جامعه مدني است. چنين قواعدي بايد بر اصول حاكميت قانون، كرامت انساني، كارايي 

نسل  حقوق  از  حفاظت  و  توزيعي،  عدالت  و اداري،  جهاني  روندهاي  با  و  باشد  استوار  آينده  هاي 

  د.المللي همسويي نسبي داشته باشاسناد بين

  بيني مسئوليت حقوقي در برابر تصميمات خودكارپيش. ٣-٣

بيني مسئوليت حقوقي در برابر تصميمات خودكار يكي از الزامات اساسي براي اجراي هوش  پيش

مصنوعي در نظام اداري ايران است كه ضرورت دارد در قوانين و مقررات مرتبط با حقوق اداري 
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به از تصميمات  كشور  دسته  آن  به  خودكار  گيرد. تصميمات  قرار  توجه  مورد  جامع  و  دقيق  طور 

مي  سيستمگفته  توسط  كه  بهشود  و  مصنوعي  هوش  مستقيم هاي  دخالت  بدون  و  خودكار  طور 

هاي مختلف نظام اداري ايران، از جمله در  گيري در حوزهشوند. اين نوع تصميمانسان اتخاذ مي

خدمات   ارائه  با  مرتبط  تصميمات  يا  كاركنان،  عملكرد  ارزيابي  مجوزها،  صدور  منابع،  تخصيص 

هاي اساسي در استفاده از هوش  تواند كاربرد داشته باشد. با اين حال، يكي از چالشعمومي، مي

. بيني مسئوليت حقوقي در قبال اين تصميمات استمصنوعي در نظام اداري ايران، تعيين و پيش 

پايه  سنتي  مقررات  و  قوانين  اساس  بر  كه  ايران  اداري  نظام  موضوع  در  است،  شده  گذاري 

شود. در مسئوليت حقوقي در قبال تصميمات خودكار و هوش مصنوعي براي اولين بار مطرح مي

آيد كه نيازمند اصلاح و تدوين قواعد جديد وجود مياي بههاي متعدد و پيچيدهاين زمينه، پرسش 

مي گرفته  مصنوعي  هوش  سيستم  توسط  كه  خودكار  تصميم  يك  اگر  مثال،  براي  شود است. 

چه نهادي بايد مسئوليت آن را بر عهده بگيرد؟ آيا   ؛طور نادرست به نفع يا ضرر فردي تمام شودبه

بر   مسئوليت  اين  يا  باشد  پاسخگو  بايد  است  كرده  اتخاذ  را  تصميم  كه  سيستم هوش مصنوعي 

طور مستقيم عهده نهاد دولتي كه از اين سيستم استفاده كرده است، خواهد بود؟ اگر تصميمات به

مكانيزم  بايد  برساند،  آسيب  شهروندان  حقوق  آن به  براي  پاسخگويي  و  خسارت  جبران  هاي 

 ) ٢١٩:١٤٠١. (عامري و مقدسي، بيني شودپيش

يكي از ابعاد مهم مسأله مسئوليت حقوقي در زمينه تصميمات خودكار، تعيين مسئوليت در 

صورت بروز خطا يا آسيب به حقوق افراد است. در حال حاضر، تصميمات اداري در ايران معمولاً 

مي اتخاذ  انساني  و  دولتي  مقامات  آن توسط  مسئوليت  و  موجود  شود  قوانين  اساس  بر  نيز  ها 

به تصميمات  اين  كه  هنگامي  اما  است.  سيستممشخص  گرفته  وسيله  مصنوعي  هوش  هاي 

توانند هاي هوش مصنوعي معمولاً نميزيرا سيستم  ؛شود، مقامات مسئول بايد پاسخگو باشندمي

نياز است كه قوانين حقوق اداري ايران  به بنابراين،  طور مستقيم تحت پيگرد قانوني قرار گيرند. 

طور دقيق و شفاف  هاي حقوقي و كيفري در قبال اين نوع تصميمات بهاصلاح شود تا مسئوليت

هاي ناشي از تصميمات خودكار بايد بر اساس معيارهاي در اين راستا، مسئوليت .بيني گرددپيش

به  بايد مشخص شود كه اگر يك تصميم خودكار موجب نقض خاصي تعيين شود.  مثال،  عنوان 
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ها استفاده كرده است بايد مسئول  حقوق فردي يا اجتماعي شود، آيا نهاد دولتي كه از اين سيستم

ها را بر عهده دارند بايد پاسخگو باشند؟ شناخته شود؟ آيا مقامات دولتي كه نظارت بر اين سيستم 

ها هاي هوش مصنوعي كه در طراحي و توسعه اين الگوريتميا آيا توليدكنندگان و طراحان سيستم

پذير باشند؟ در اين زمينه، بايد يك چارچوب حقوقي ايجاد شود كه دخيل هستند، بايد مسئوليت

مسئوليت سيستماين  خطاهاي  برابر  در  شهروندان  حقوق  از  و  كرده  تعيين  را  هوش ها  هاي 

پذيري در كنار اين مسائل، توجه به مسائل مربوط به شفافيت و توضيح.  مصنوعي محافظت نمايد

هاي هوش مصنوعي نيز در تعيين مسئوليت حقوقي اهميت دارد. هنگامي كه تصميمات  سيستم

شود، معمولاً اين فرايندها از ديد عموم پنهان هستند و افراد ممكن است نتوانند  خودكار گرفته مي

امر مي به اين  درك كنند.  اتخاذ تصميمات را  دليل  از راحتي  اعتماد عمومي  به سلب  تواند منجر 

هايي نظام اداري و قانوني كشور شود. بنابراين، لازم است كه در مقررات و قوانين جديد، ضمانت

بيني شود. گيري مبتني بر هوش مصنوعي پيشپذيري فرايندهاي تصميمبراي شفافيت و توضيح

تر كند و امكان پيگيري پذيري را در برابر تصميمات خودكار روشنتواند مسئوليتاين شفافيت مي

آورد فراهم  مشكلات  بروز  صورت  در  را  قضائي  و  بيني  پيش  .)٤:١٤٠٠(دودكانلوي،    حقوقي 

ابعاد   تمامي  به  است كه  نيازمند يك رويكرد جامع  مسئوليت حقوقي در قبال تصميمات خودكار 

مسئوليت اين  بايد  ايران  اداري  حقوق  قوانين  كند.  توجه  موضوع  فني  و  اخلاقي  را حقوقي،  ها 

اين به از  ناشي  دعاوي  به  رسيدگي  براي  سازوكارهايي  و  كرده  مشخص  جامع  و  دقيق  طور 

رويكرد، مي اين  با  كند.  فراهم  خودكار  اداري  تصميمات  نظام  در  فوايد هوش مصنوعي  از  توان 

به سيستمبهره  عمومي  اعتماد  و  شهروندان  حقوق  حال،  عين  در  و  شد  و  مند  دولتي حفظ  هاي 

شود در  تقويت  كه  ديگري  موضوع  مي.  مطرح  حوزه  دولتاين  در  كه  است  آن  و  شود،  ها 

كنند، مسئوليت عواقب آن بر عهده كيست.  هايي كه از راهكار هوش مصنوعي استفاده ميسازمان

حكومت حقوقي  نظام  مسئوليت  در  درباره  قانونگذاري  مسأله  انگلستان،  و  آمريكا  چون  هايي 

از الگوريتم هوش مصنوعي استفاده ميشركت بايد گفت  هايي كه  بسيار مورد توجه است،  كنند، 

شود، در صورت وقوع  ها نوشته ميها و سازمانطور كه فوايد هوش مصنوعي به نام شركتهمان

ها باشد.  موضوع  حادثه يا تحليل نادرست نيز مسئوليت اشتباه بايد به تمامي بر عهده اين سازمان
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ديگر، مطرح شدن اعطاي شخصيت يا قائل شدن فرديت براي محصولات هوش مصنوعي است. 

گيري و رفتار  تواند با شناخت، تصميمدر عمل، تعامل انسان و رايانه در قالب هوش مصنوعي مي

شود محصولات در حوزه هوش مصنوعي، تا  خودكار، وظايف مختلفي را انجام دهد كه باعث مي 

اين   كه  شود  داده  توضيح  است  لازم  حال،  اين  با  دهند،  نشان  خود  از  را  فرديت  مفهوم  حدي، 

  ) ٢١٤:١٤٠١ويژگي كاملاً صورت تقليدي دارد و هرگز آگاهانه نيست. (كياني، 

  هاي شخصي انطباق با قوانين حفاظت از داده . ٣-٤

هاي شخصي يكي از الزامات حقوقي اساسي براي اجراي هوش انطباق با قوانين حفاظت از داده

هاي اداري مصنوعي در نظام اداري ايران است. در حالي كه استفاده از هوش مصنوعي در نظام

هاي با چالش  فناورياما اين    ؛تواند به بهبود كارايي و تسريع در فرايندهاي دولتي كمك كندمي

در زمينه حفاظت از حريم خصوصي و داده هاي شخصي افراد نيز مواجه است. در قابل توجهي 

داده ديگر،  كشورهاي  از  بسياري  همانند  و  ايران،  برخوردارند  بالايي  اهميت  از  شخصي  هاي 

ويژگيقانون به  توجه  با  بايد  زمينه  اين  در  حقوقي  گذاري  و  اداري  ساختار  فرهنگ،  خاص  هاي 

به ويژكشور  گيردهطور  قرار  توجه  مورد  سيستم.  اي  از  بسياري  اينكه  به  توجه  هوش  با  هاي 

به  جمعمصنوعي  به  مستمر  تجزيه طور  و  پردازش  دادهآوري،  و  وتحليل  پرداخته  شخصي  هاي 

ت عمومي  و  اداري  تصميمات  در  است  سيستم أممكن  اين  كه  دارد  باشند، ضرورت  با ثيرگذار  ها 

داده از  حفاظت  داده قوانين  از  حفاظت  ايران،  در  كنند.  پيدا  انطباق  از  ها  يكي  شخصي  هاي 

از  دغدغه استفاده  در  نوين در بخشفناوريهاي جدي  اين  هاي  در  است.  دولتي و عمومي  هاي 

طور جدي از اصول حقوقي موجود در حوزه حفاظت راستا، نهادهاي مسئول در نظام اداري بايد به

ن اصول در اين زمينه، اصل شفافيت است كه بر اساس آن ترييكي از مهم.  ها پيروي كنند از داده 

جمع چگونگي  از  بايد  داده افراد  از  استفاده  و  پردازش  در  آوري،  باشند.  آگاه  خود  شخصي  هاي 

هاي هوش مصنوعي ممكن است اطلاعات حساس و خصوصي افراد را  بسياري از مواقع، سيستم 

هايي از جانب شهروندان مواجه  در مراحل مختلف پردازش كنند و اين امر ممكن است با نگراني

هاي شخصي تدوين شود. بنابراين، لازم است كه قوانيني براي شفافيت در نحوه استفاده از داده

داده  نوع  ميزان و  از  تا شهروندان  پردازش آن هاي جمعشود  داشته  آوري شده و نحوه  آگاهي  ها 
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هاي  مفهوم رضايت آگاهانه از ديگر الزامات در اين زمينه است. در بسياري از مواقع، داده .  باشند

آوري شود. اين بدين معناست كه شهروندان بايد ها جمعشخصي افراد بايد با رضايت آگاهانه آن 

داده پردازش  از  قبل  از از  استفاده  موافق  آيا  بگيرند كه  تصميم  و  داشته  آگاهي كامل  خود  هاي 

طور صريح و هاي خود هستند يا خير. در حقوق اداري ايران، اين مسأله از نظر قانوني بايد بهداده 

افراد  حقوق  اداري،  فرايندهاي  در  از هوش مصنوعي  استفاده  در  تا  گيرد  قرار  توجه  مورد  دقيق 

 . هاي شخصي به حداقل برسدنقض نشود و امكان سوءاستفاده از داده 

ها است.  آوري و پردازش دادهدومين اصل كليدي در اين حوزه، اصل محدوديت در جمع

سيستم مواقع،  از  بسياري  دادهدر  مصنوعي  هوش  خاص هاي  اهداف  براي  را  شخصي  هاي 

داده آوري ميجمع اين  براي هدف مشخص و معين جمعكنند.  بايد صرفاً  نبايد ها  آوري شوند و 

طور غيرمجاز يا فراتر از هدف  ها به براي مقاصد ديگر مورد استفاده قرار گيرند. در صورتي كه داده 

مي امر  اين  شوند،  پردازش  از  اصلي  حفاظت  قوانين  و  افراد  خصوصي  حريم  حقوق  نقض  تواند 

شودداده  تلقي  به).  ٢١:١٤٠٣(اسماعيلي،    ها  اداري  همچنين،  نظام  در  كارگيري هوش مصنوعي 

مكانيزم از  استفاده  با  بايد  داده ايران  باشد.  همراه  قوي  امنيتي  در هاي  كه  شخصي  هاي 

شوند، بايد در برابر دسترسي غيرمجاز، فساد، يا از دست هاي هوش مصنوعي پردازش ميسيستم

رفتن اطلاعات محافظت شوند. در اين راستا، دولت و نهادهاي اجرايي بايد استانداردهاي امنيتي 

هاي بالا و اقدامات پيشگيرانه براي جلوگيري از هرگونه نقض امنيتي و دسترسي غيرمجاز به داده 

كنند تدوين  مهم .  شخصي  از  يكي  نهايت،  داده در  از  حفاظت  قوانين  با  انطباق  ابعاد  هاي ترين 

م اجراي  ضمانت  و  نظارت  است.  ؤشخصي،  حقوق ثر  نقض  و  سوءاستفاده  از  جلوگيري  براي 

شهروندان، لازم است كه نهادهاي نظارتي مستقل و متعهد به نظارت دقيق بر فرايندهاي مربوط  

جمع دادهبه  از  استفاده  و  پردازش  سيستمآوري،  در  شخصي  در هاي  مصنوعي  هوش  هاي 

به بخش بتوانند  بايد  نهادها  اين  كنند.  فعاليت  دولتي  مهاي  در  ؤ طور  مقررات  رعايت  نحوه  بر  ثر 

ها و ادارات دولتي نظارت كرده و در صورت نقض قوانين، اقدامات قانوني مناسب را انجام سازمان

هاي شخصي در نظام اداري ايران به منظور به طور كلي، انطباق با قوانين حفاظت از داده  .دهند

هاي كارگيري سياستت قانوني و بهاستفاده بهينه و قانونمند از هوش مصنوعي، نيازمند اصلاحا

 [
 D

ow
nl

oa
de

d 
fr

om
 q

ja
l.s

m
tc

.a
c.

ir
 o

n 
20

26
-0

2-
20

 ]
 

                            24 / 33

http://qjal.smtc.ac.ir/article-1-1450-en.html


  ٦٧     اروپا  هياتحاد يو نظام حقوق رانيا  يدر حقوق ادار يهوش مصنوع تي از ظرف يبرداراصول و الزامات بهره

جامع و دقيق است كه هم حقوق شهروندان را تضمين كند و هم از مزاياي اين تكنولوژي نوين 

   .برداري شودبهره 

  گيري از هوش مصنوعي در نظام اداري ها و تهديدهاي بهره . ضرورت توجه به چالش ٣-٥

عليبهره  اداري،  نظام  در  مصنوعي  هوش  از  افزايش  گيري  مانند  آن  توجه  قابل  مزاياي  رغم 

رساني به شهروندان، با  ها و بهبود خدماتكارايي، سرعت و دقت در انجام وظايف، كاهش هزينه

پيچيدهچالش تهديدهاي  و  همهها  و  دقيق  بررسي  كه  است  همراه  نيز  آن اي  براي جانبه  ها 

تنها ماهيت فني دارند، ها نهگذاران، حقوقدانان و مديران دولتي ضروري است. اين چالشسياست

مي بر  در  نيز  را  اجتماعي  و  سياسي  امنيتي،  فرهنگي،  اخلاقي،  حقوقي،  ابعاد  در بلكه  و  گيرند 

بي نابرابريصورت  گسترش  عمومي،  اعتماد  تضعيف  به  است  ممكن  حقوق توجهي،  نقض  ها، 

 . بنيادين اشخاص و حتي زوال پاسخگويي و شفافيت در اداره امور عمومي منجر شوند

كه   است  اين  نگارنده  بنياديتحليل  شايد  و  بهنخستين  از  ناشي  تهديد  كارگيري ترين 

نظام است.  پاسخگويي  و  مسئوليت  اصل  تضعيف  مسأله  اداري،  نظام  در  مصنوعي  هاي  هوش 

اما در جايي كه    ؛اندمراتب سازماني و اصل پاسخگويي انساني طراحي شدهاداري مبتني بر سلسله

به الگوريتم تصميم شود، تعيين مسئول نقض حقوق  هاي يادگيرنده سپرده مي ها يا سيستمگيري 

مي  دشوار  تبعيض  اعمال  يا  بروز خطا  اشتباه شهروندان،  تصميم  پاسخگوي  بايد  كسي  چه  شود. 

سيستم،  مدير  باشد؟  تقلب  تشخيص  يا  عملكرد،  ارزيابي  مجوز،  اعطاي  در  الگوريتم  يك 

بهره برنامه  نهاد  مسئوليتنويس،  در  ابهام  اين  دولت؟  يا خود  عدالت  بردار  اصل شفافيت،  پذيري، 

  . كنددار مياداري و حق اعتراض مؤثر را خدشه

الگوريتم طريق  از  ساختاري  نابرابري  و  تبعيض  تعميق  خطر  عمده،  چالش  هاي  دومين 

داده است.  الگوريتمناعادلانه  كه  آنهايي  مبناي  بر  ميها  آموزش  بازتابها  معمولاً  دهنده بينند، 

طور مثال، اگر نظام  شده هستند. بههاي نهادينهتعصبات تاريخي، ساختارهاي اجتماعي و سوگيري

ارزيابي كارمندان بر مبناي داده  هايي طراحي شود كه در گذشته نسبت به زنان يا  استخدامي يا 

ديده نيز همان تبعيض را بازتوليد خواهد كرد. از  هاي قومي تعصب داشته، الگوريتم آموزش اقليت
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  ٤٣فصلنامه حقوق اداري، سال دوازدهم، شماره    ٦٨

قالب   در  اين تبعيض  انساني، كشف و  صورت مي  »تصميم خودكار«آنجا كه  نه تصميم  و  گيرد 

  .شوداعتراض به آن نيز دشوارتر مي

داده  و  خصوصي  حريم  عليه  تهديد  چالشسوم،  از  ديگر  يكي  شخصي  جدي  هاي  هاي 

داده  از  عظيمي  نيازمند حجم  مؤثر  عملكرد  براي  مصنوعي  و است. هوش  سازماني  فردي،  هاي 

اداري، اين داده  ها ممكن است شامل اطلاعات شغلي، مالي، خانوادگي، اجتماعي است. در نظام 

شناختي كاركنان و شهروندان باشد. خطر اصلي اين است كه نظام اداري به رفتاري و حتي روان

تبديل شود كه رفتارهاي كارمندان و مردم را به صورت دائمي   »ناظر مطلق«مرور زمان به نهاد  

پردازد. اين نظارت ها ميبيني و ارزيابي آنبندي، پيشكند و به تحليل، دستهوقفه رصد ميو بي

اعتمادي و فشار  هاي فردي، و ايجاد جو بيتواند به نقض كرامت انساني، تضعيف آزاديفراگير مي

  . رواني گسترده منجر شود

 » جعبه سياه«گيري الگوريتمي (كه به اصطلاح  چهارم، فقدان شفافيت در سازوكار تصميم

شود)، منجر به تضعيف حق شهروندان براي آگاهي از منطق تصميمات اداري الگوريتم ناميده مي

توان به او توضيح داد كه  شود. اگر شهروندي از دريافت يك خدمت محروم شود، چگونه ميمي

از سيستم بسياري  است؟  داده  تشخيص  نامناسب  را  او  سيستم  داراي  چرا  مصنوعي  هاي هوش 

ها حتي براي متخصصان  هاي فني و محاسباتي هستند كه تحليل و تبيين تصميم آنپيچيدگي

نظارت  امكان  و  شفافيت،  اعتراض،  وضعيت حق  اين  مردم.  به عموم  رسد  چه  است،  دشوار  نيز 

  . سازدمردمي و قضايي بر عملكرد دولت را محدود مي

شركت به  فزاينده  وابستگي  چالش،  حاكميت  پنجمين  رفتن  دست  از  و  فناوري  هاي 

ويژه در كشورهايي كه هنوز توسعه  هاي هوش مصنوعي، بهديجيتال است. بسياري از زيرساخت

شركت توسط  ندارند،  بومي  دولتفناوري  يا  خصوصي  چندمليتي  و هاي  طراحي  خارجي  هاي 

تواند به نفوذ اطلاعاتي، جاسوسي سايبري، اعمال فشار سياسي  شوند. اين موضوع ميمديريت مي

بين بحران  مواقع  در  اطلاعات حساس  از  سوءاستفاده  فناوري  يا  به  وابستگي  شود.  منجر  المللي 

گيري و حاكميت كشور اي حياتي چون نظام اداري، امنيت ملي، استقلال تصميمخارجي در حوزه

  . سازدرا با تهديد جدي مواجه مي
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  ٦٩     اروپا  هياتحاد يو نظام حقوق رانيا  يدر حقوق ادار يهوش مصنوع تي از ظرف يبرداراصول و الزامات بهره

ششم، نقض تدريجي اصول انساني اداره امور و حاكم شدن رويكرد تكنوكراتيك سرد و  

كننده هوش مصنوعي در اداره امور  احساس در تعامل با مردم، يكي ديگر از پيامدهاي نگرانبي

اما عنصر همدلي، انعطاف و توجه    ؛تر هستندهاي اداري سنتي، اگرچه كندتر و پرهزينهاست. نظام

را حفظ مي افراد  مقابل، سيستمبه شرايط خاص  در  ماهيت كنند.  به دليل  هاي هوش مصنوعي 

هاي فردي يا هاي انساني پيچيده، بحرانعددي و منطقي خود، ممكن است در تشخيص موقعيت

اين   ناعادلانه منجر شوند.  گاه  به تصميمات يكسان، غيرفردي و  و  باشند  ناتوان  نيازهاي خاص 

مي تضعيف  را  دولت  انساني  چهره  بيامر  و  سردي  به  و  شهروندكند  روابط  در  دولت  -اعتمادي 

  . انجامدمي

در  مهم  تهديدي  ماشين  با  انساني  نيروي  و جايگزيني  اداري  بازار كار  در  اخلال  هفتم، 

به اداري،  كارمندان  وظايف  از  بسياري  است.  اقتصادي  و  اجتماعي  حوزهسطح  در  هاي ويژه 

سيستم به  واگذاري  قابل  ميتكراري،  امر  اين  هرچند  هستند.  هوشمند  بهره هاي  به  وري  تواند 

نارضايتي شغلي، احساس بي  ؛بالاتر منجر شود بيكاري گسترده،  ارزشي  اما در عين حال موجب 

حرفه انگيزه  تضعيف  و  انساني،  مينيروي  دولت  بدنه  در  موج  اي  با  است  ممكن  دولت  شود. 

شدن  هاي اجتماعي مواجه شود كه ناشي از ترس كاركنان از جايگزيناعتراضات صنفي و بحران

  . با فناوري است

هشتم، مشكلات حقوقي مربوط به خطاي الگوريتمي و نبود مقررات خاص براي تنظيم  

روابط ناشي از استفاده از هوش مصنوعي در نهادهاي عمومي، چالشي پيچيده است. حقوق اداري 

تصميم نظام  براي  تخلف كلاسيك  (مانند  آن  مفاهيم  از  بسياري  و  شده  طراحي  انساني  گيري 

اداري، سوءاستفاده از قدرت، يا تجاوز از اختيارات) در مورد ماشين يا الگوريتم قابل اعمال نيست. 

هوش  خطاهاي  حقوقي  مسئوليت  تعيين  براي  روشني  مقررات  كشورها  از  بسياري  در  هنوز 

مي خلأ  اين  و  ندارد  وجود  اداري  نظام  در  تضعيف مصنوعي  و  قضايي  سردرگمي  موجب  تواند 

  . رجوع شودحقوق ارباب

هاي بومي و نهم، چالش سازگاري فرهنگي و اخلاقي استفاده از هوش مصنوعي با ارزش 

بايد مورد توجه قرار گيرد. نظام با پيشديني نيز  هاي ارزشي  فرضهاي هوش مصنوعي معمولاً 
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  ٤٣فصلنامه حقوق اداري، سال دوازدهم، شماره    ٧٠

مي طراحي  فرهنگخاصي  با  است  ممكن  كه  نظامشوند  و  تعارض ها  در  مختلف  معنايي  هاي 

معيارهاي  بر  مبتني  خدمات  اعطاي  يا  كاركنان  عملكرد  ارزيابي  سيستم  اگر  مثال،  براي  باشند. 

هاي انساني، اخلاقي، يا ارزشي كه صرفاً اقتصادي يا عقلاني طراحي شده باشد، ممكن است جنبه

مقاومت  و  فرهنگي  بيگانگي  به  مسأله  اين  شود.  گرفته  ناديده  دارد،  اهميت  بومي  فرهنگ  در 

  . ها منجر خواهد شداجتماعي در برابر پذيرش اين فناوري

سازي  دهمين تهديد اساسي، ريسك تسلط نهادهاي غيررسمي يا فساد فناورانه بر تصميم

نظام اگر  است.  شفافاداري  و  دقيق  نظارت  بدون  مصنوعي  هوش  و هاي  منبع  كدهاي  سازي 

ها  هاي آموزشي مورد استفاده قرار گيرند، امكان دستكاري، نفوذ يا استفاده ابزاري از الگوريتمداده 

گروه اقتصادي  يا  سياسي  اهداف  پيشبرد  بهبراي  دارد.  وجود  خاص  هوش هاي  ديگر،  بيان 

تواند به ابزاري براي «فساد فناورانه» بدل شود؛ فسادي كه در ظاهر كاملاً عقلاني، مصنوعي مي

بي و  ميعلمي  جلوه  مقياس    ؛كندطرف  در  را  سوءاستفاده  و  تبعيض  نابرابري،  عمل  در  اما 

 . سازدتري نهادينه ميوسيع

مي مصنوعي  هوش  كندهرچند  ايجاد  اداري  نظام  در  بنيادين  تحولي  بدون    ؛تواند  اما 

چارچوب تهديدهاي تدوين  با  آن  متوازن  توسعه  مشخص،  راهبردي  و  اخلاقي  حقوقي،  هاي 

ها، نيازمند تركيب رويكردهاي فناورانه، داري همراه خواهد بود. مواجهه آگاهانه با اين چالشدامنه 

  ت. محور، پاسخگو و شفاف اساما عدالت، حقوقي، انساني و بومي براي ايجاد نظام اداري هوشمند

  گيرينتيجه 

ويژه  طور جامع و مفصل تأكيد دارد بر اين نكته كه هوش مصنوعي، به گيري اين تحقيق به نتيجه

تواند فرصتي بزرگ براي تحول هاي سريع اين فناوري در سطح جهاني، ميبا توجه به پيشرفت

قابليت با  مصنوعي  هوش  آورد.  فراهم  ايران  اداري  حقوق  نظام  حجم  در  پردازش  در  خود  هاي 

داده از  ميزيادي  تصميمات،  خودكارسازي  و  اطلاعات،  الگوريتمي  تحليل  كاهش ها،  در  تواند 

تواند خطاها، بهبود دقت و افزايش شفافيت كمك شاياني كند. از طرف ديگر، هوش مصنوعي مي

هاي  هاي تكراري و مبتني بر داده گيريهايي از حقوق اداري كه نياز به تصميمويژه در بخش به

اجراي قوانين، بهكلان دارند، م و نظارت بر حسن  تأمين اجتماعي  طور مؤثر به كار انند ماليات، 
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  ٧١     اروپا  هياتحاد يو نظام حقوق رانيا  يدر حقوق ادار يهوش مصنوع تي از ظرف يبرداراصول و الزامات بهره

مي مصنوعي  هوش  از  استفاده  رو،  اين  از  شود.  بهبود  گرفته  براي  نوين  راهكار  يك  به  تواند 

حكمراني عمومي تبديل شود كه علاوه بر ارتقاي كيفيت خدمات، منجر به تقويت اعتماد عمومي  

دستگاه شدبه  خواهد  نيز  دولتي  تحقيق  .  هاي  اين  اروپا،  اتحاديه  پيشرفته  تجارب  با  مقايسه  در 

مي  مينشان  ايران  كه  بهره دهد  با  زمينه  تواند  در  اتحاديه  اين  دستاوردهاي  و  تجارب  از  گيري 

به  اداري،  امور  در  مصنوعي  هوش  از  چارچوباستفاده  ايجاد  در  توسعه ويژه  قانوني،  هاي 

هاي فني و تأسيس نهادهاي نظارتي تخصصي، الگوي مشابهي براي خود طراحي كند. زيرساخت

طور مؤثر از  هاي نوين، به اتحاديه اروپا با تصويب قوانين خاص، نظارت دقيق و استفاده از فناوري

سيستم در  مصنوعي  بهره هوش  خود  اداري  نيز هاي  ايران  راستا،  اين  در  است.  كرده  برداري 

ظرفيتمي از  لازم،  فني  و  قانوني  اصلاحات  با  و  مشابه  رويكردهاي  اتخاذ  با  هوش  تواند  هاي 

يكي از الزامات اصلي براي استفاده مؤثر   .برداري كندهاي اداري بهرهمصنوعي در بهبود سيستم 

مقررات  تدوين  نمونه،  براي  است.  قانوني  اصلاحات  ايران،  اداري  حقوق  در  مصنوعي  هوش  از 

الگوريتمي،  تصميمات  بر  نظارت  اداري،  فرايندهاي  در  مصنوعي  هوش  از  استفاده  براي  جديد 

رساني و اعتراض به تصميمات، و تضمين حقوق شهروندي،  ايجاد سازوكارهاي شفاف براي اطلاع

ويژه حقوق فردي و اجتماعي، امري ضروري است. همچنين، بايد نهادهاي نظارتي تخصصي به

از هوش مصنوعي اطمينان حاصل  استفاده  در  از رعايت اصول قانوني و اخلاقي  ايجاد شوند تا 

مهارت ارتقاي  و  دولتي  مقامات  ديجيتال  سواد  تقويت  علاوه،  به  زمينه شود.  در  آنان  فني  هاي 

هاي مهم در راستاي پذيرش هوش مصنوعي در نظام اداري  هاي نوين، يكي ديگر از گامفناوري

براي ممكن شدن استفاده از هوش مصنوعي در حقوق اداري ايران با نگاهي به نظام  .ايران است

 د: طور علمي و كاربردي پيشنهادات زير را ارائه داتوان بهحقوقي اتحاديه اروپا، مي

يكي از  : تدوين و اصلاح قوانين حقوقي مربوط به هوش مصنوعي در نظام اداري ايران .١

براي بهره  برداري از هوش مصنوعي در حقوق اداري، اصلاح و تدوين قوانين  ضروريات اساسي 

به و  بهجديد  است.  موجود  قوانين  زمينهروزرساني  در  قوانيني  بايد  خصوصي،  ويژه  حريم  هاي 

داده از  الگوريتمحفاظت  بر  مبتني  اداري  تصميمات  بر  نظارت  اين  ها،  به  اعتراض  حق  و  ها 

 تواند با الگوگيري از قوانين اتحاديه اروپا مانندتصميمات تدوين شود. اين اصلاحات قانوني مي
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  ٤٣فصلنامه حقوق اداري، سال دوازدهم، شماره    ٧٢

GDPR    ها) و قانون هوش مصنوعي، فضاي قانوني مناسبي را (مقررات عمومي حفاظت از داده

 . هاي مختلف حقوق اداري فراهم كندبراي استفاده از هوش مصنوعي در بخش

: ايجاد نهادهاي نظارتي تخصصي و مستقل براي نظارت بر استفاده از هوش مصنوعي  .٢

هاي اداري، ايجاد گيريبراي اطمينان از استفاده مسئولانه و شفاف از هوش مصنوعي در تصميم

ها نهادهاي نظارتي تخصصي و مستقل ضروري است. اين نهادها بايد وظيفه نظارت بر الگوريتم

را بر عهده داشته باشند و اطمينان حاصل و فرايندهاي تصميم گيري مبتني بر هوش مصنوعي 

كار گرفته شوند. ايجاد ها در راستاي اصول حقوق بشر، عدالت و شفافيت بهكنند كه اين فناوري

اروپا مي اتحاديه  به «آژانس هوش مصنوعي»  و كاهش نهادهاي مشابه  تقويت نظارت  به  تواند 

  . هاي حقوقي و اجتماعي كمك كندريسك

براي استفاده بهينه از هوش :  سواد ديجيتال مقامات و كاركنان دولتي  يتوسعه و ارتقا  .٣

هاي لازم در  هاي اداري، لازم است كه مقامات و كاركنان دولتي از مهارتمصنوعي در سيستم

فناوري برنامه زمينه  باشند.  برخوردار  نوين  كارگاههاي  و  آموزشي  زمينه  هاي  در  آموزشي  هاي 

داده امنيت  مصنوعي،  و  هوش  مقامات  براي  ديجيتال  ابزارهاي  از  استفاده  و  فناوري  اخلاق  ها، 

ها  طور مؤثر از اين فناوريشود كه آنها بتوانند بهكاركنان دولت بايد اجرا شود. اين امر باعث مي

 .هاي بالقوه را مديريت نماينددر فرايندهاي اداري استفاده كنند و چالش

رساني و اعتراض به تصميمات اداري مبتني بر ايجاد سازوكارهاي شفاف براي اطلاع  .٤

ها در استفاده از هوش مصنوعي در حقوق اداري، عدم  ترين چالشيكي از مهم :  هوش مصنوعي

گيري است. براي مقابله با اين چالش، بايد سازوكارهاي شفاف و  شفافيت در فرايندهاي تصميم

اطلاع براي  دسترسي  هوش قابل  بر  مبتني  اداري  تصميمات  خصوص  در  شهروندان  به  رساني 

به بايد  شهروندان  براي  مؤثر  اعتراض  حق  اين،  بر  علاوه  شود.  ايجاد  در  مصنوعي  دقيق  طور 

بيني شود تا شهروندان بتوانند در صورت نياز به نتايج تصميمات الگوريتمي اعتراض قوانين پيش 

 .كنند و موارد نادرست را اصلاح نمايند

براي توسعه  :  حمايت از تحقيقات و نوآوري در زمينه هوش مصنوعي و حقوق اداري  .٥

سرمايه  ايران،  اداري  حقوق  در  مصنوعي  هوش  و  كاربردهاي  علمي  تحقيقات  در  گذاري 
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  ٧٣     اروپا  هياتحاد يو نظام حقوق رانيا  يدر حقوق ادار يهوش مصنوع تي از ظرف يبرداراصول و الزامات بهره

پروژهپژوهش از  حمايت  است.  حوزه ضروري  اين  در  كاربردي  روي هاي  بر  كه  تحقيقاتي  هاي 

ها و تواند به معرفي تكنيكبهبود فرايندهاي اداري با استفاده از هوش مصنوعي تمركز دارند، مي

به بايد  تحقيقات  اين  كند.  كمك  جديد  در  ابزارهاي  مصنوعي  هوش  از  استفاده  زمينه  در  ويژه 

دادهگيريتصميم پردازش  تكراري،  و  هاي  شهروندان  بين  ارتباطات  تسهيل  و  حجيم  هاي 

 . هاي دولتي متمركز شونددستگاه

:  ها و حفاظت از حريم خصوصي بيني و تدوين مقررات خاص براي حكمراني دادهپيش  .٦

داده  حفظ  اهميت  به  توجه  هوش با  از  استفاده  در  شهروندان  خصوصي  حريم  و  شخصي  هاي 

ها و حفاظت از حريم خصوصي ضروري  مصنوعي، تدوين مقررات خاص در زمينه حكمراني داده

كنند تضمين  كه  باشند  اصولي  شامل  بايد  مقررات  اين  جمعداده  ،است.  براي  آوريهاي  شده 

استفاده   شهروندان  حقوق  كامل  رعايت  با  و  قانوني  اهداف  راستاي  در  تنها  اداري  فرايندهاي 

اتحاديه اروپا براي ايجاد قوانين جامع در   GDPR شوند. استفاده از الگوهاي موفقي همچونمي

مي زمينه  فناورياين  از  استفاده  در  عمومي  اعتماد  ارتقاي  به  دولتي  تواند  بخش  در  نوين  هاي 

  . كمك كند

 [
 D

ow
nl

oa
de

d 
fr

om
 q

ja
l.s

m
tc

.a
c.

ir
 o

n 
20

26
-0

2-
20

 ]
 

                            31 / 33

http://qjal.smtc.ac.ir/article-1-1450-en.html


  ٤٣فصلنامه حقوق اداري، سال دوازدهم، شماره    ٧٤

  فهرست منابع 

  الف. فارسي
نر  ، يلياسماع .١ و  داده   يحقوق  ي مبان  ؛)١٤٠٣(  ي مهد  پور،مانيمحسن  مطالعه يشخص   يهاتبادل  در    يقيتطب  : 

 .٣شماره   ،ي حقوق اسلام هي. نشررانياروپا و حقوق ا  ه يها اتحاداز داده حفاظت  يمقررات عموم

 . ٣شماره   ،يحقوق ادار نينو يهاپژوهش  هيآلمان. نشر يتحولات حقوق ادار  ؛)١٣٩٩( نيفلور بكِِر، .٢

رف  اصغريعل  پورعزت، .٣ عقلان  ؛)١٣٩٨(   اوشيس  ،يعيو  مصنوعتيبازگشت  هوش  كاربست  حكمران  ي:  و    يدر 

 . ٣شماره   ،يادار يهامطالعات و پژوهش هي. نشريعموم يگذاريمشخط 

ملك  ا،يجوادن .٤ و  مصنوع  ؛)١٤٠٢(  ديسع  ،يمحمد  هوش  كاربرد  و  ارائه   ينقش  مقاله  حقوق.  علم  به  در  شده 

 .يتيو علوم ترب يشناسحقوق، روان  يالمللن يكنفرانس ب نيهفتم

شده به  آن از منظر حقوق. مقاله ارائه   يو بررس  رانيا  يدر نظام ادار  ت ياصل شفاف  ؛)١٤٠٠زهرا (  ،يدودكانلو .٥

 .يحقوق و مطالعات اجتماع ،ي علوم انسان يالمللن ي كنفرانس ب نينخست

شعبان   م يابراه  ،يرهبر .٦ علو  مصنوع  يهاچالش «  ؛)١٤٠١(   يپور،  هوش  قاضبه  يكاربرد  در    يعنوان 

 .٢٥شماره   ،يحقوق و فناور نامهژهيو  ،يحقوق قاتيتحق هينشر ي»،حقوق  يهايدادرس

خاك   يعل  ،يطاهر .٧ ( و  سارا  چ  يتأمل«  ؛)١٣٩٩پور،  چرا  يستيبر  ادار  ييو  حقوق   ه ينشر  »، نينو  يظهور 

 .٣شماره  ،يحقوق ادار  نينو يهاپژوهش

نامه    هينشر  »،ذهن  يريناپذوضوح   و مسأله   ياز هوش مصنوع  يافراط  تيروا«  ؛)١٣٨٥محمدرضا (  ،يطهماسب .٨

 .٢شماره   د،يمف

مقدس  ،يعامر .٩ و  (   ، يزهرا  تصم«  ؛)١٤٠١محمدباقر  به  اعتراض  مبتن  يهايريگم يحق  هوش    يخودكار  بر 

 .١٢شماره    ،يحقوق ادار نينو  يهاپژوهش هينشر ي»،عصر فناور ياز الزامات حقوق بشر يا: جلوه يمصنوع

 جهيخد  ترجمه  ،انگلستان و آلمان  يِدر حقوق ادار  ريي : سنت و تغيقيتطب   يحقوق ادار  ؛)١٣٩٦(  نايمارت  كونكه، .١٠

 تهران: نشر مجد. ،اني شجاع

(   ،يائيك .١١ ادار  تِيحاكم  نينو  هينظر«  ؛)١٤٠١فرخنده  تحليقانون  از هوش    هايژگيو   ل ي:  برخاسته  تحولات  و 

 . ١٢شماره   ،يحقوق ادار نينو يهاپژوهش هينشر ي»،مصنوع

تنگستان  يمهد  ان،يبرلي مراد .١٢ (   ،يو  ادار  تم يالگور«  ؛)١٤٠١محمدقاسم  حقوق  چالش يو  راهكارها:  و    »، ها 

 . ٣٤شماره    ،يحقوق ادار هينشر

با نگرشيو نوآور  تيو مقررات خلاق  نيقوان  ؛)١٣٩٩احمد (  ،يو محمدول  ونيهما  ،يمنظم .١٣  ي بر مهندس  ي: 

 .شهياند عاديتهران: نشر م ي،هوش مصنوع
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  ٧٥     اروپا  هياتحاد يو نظام حقوق رانيا  يدر حقوق ادار يهوش مصنوع تي از ظرف يبرداراصول و الزامات بهره

بر    هيهوشمند با تك  يهابه ربات   يحقوق  تيشخص   ياعطا  يِسنجامكان«  ؛)١٣٩٩محسن (  ،يواثق .١٤

  .١٠٣شماره  مجلس و راهبرد،  هينشر »،اروپا ه ياتحاد مصوبه
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