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 دهیچک
 های هوش مصنوعی، به سوی محور و سامانه های داده گیری از فناوری ها با بهره های اخیر، بسیاری از دولت در دهه

اند.  های عمومی گام برداشته گیری ها در پشتیبانی از تصمیم سازی فرایندهای اداری و استفاده از الگوریتم دیجیتالی
خدمات عمومی انجام شده است، اما در ارائه این تحول فناورانه، اگرچه با هدف افزایش کارآمدی و تسریع 

که بر اساس تحلیل داده و منطق الگوریتمی اتخاذ مشروعیت حقوقی تصمیماتی   های بنیادینی را درباره پرسش
توان چنین تصمیماتی را  برانگیخته است. در غیاب شفافیت کامل و امکان بازنگری انسانی، چگونه می ،شوند می

بنیادین   پژوهش حاضر با تمرکز بر سه مؤلفه واجد اعتبار حقوقی و منطبق با اصول کرامت انسانی دانست؟
تلاش  ،و رعایت کرامت انسانی شفافیت، امکان نظارت و بازنگری انسانیشامل  مومیمشروعیت در حقوق ع

تطبیقی   محور را در بستر دولت دیجیتال تبیین کند. ضمن مطالعه کند نسبت مشروعیت و تصمیمات داده می
ه در ذات دهد که مشروعیت تصمیمات الگوریتمی ن های فرانسه، آلمان و اتحادیه اروپا، مقاله نشان می نظام

در بخش نهایی،  .یابد ها تحقق می گویی حقوقی پیرامون آن گری و تضمین پاسخ تنظیم  فناوری، بلکه در نحوه
ای از  محور بررسی شده و مجموعه ی گذار از دولت الکترونیک به دولت داده وضعیت نظام حقوقی ایران در مرحله

یت تصمیمات هوشمند در چارچوب اصول حقوق راهکارهای تقنینی، نهادی و فرهنگی برای تضمین مشروع
 .عمومی ایران ارائه شده است
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 مقدمه 

های  تشده دول ویژه در بسترهای دیجیتالی گیری اداری، به دگرگونی بنیادین در ساختارهای تصمیم

ویژه حقوق عمومی، قرار داده است. ورود  ی نظری و عملی را در برابر دانش حقوق، بههامعاصر، چالش

گیری  سازی، دیگر صرفاً در حد بهره های هوشمند به فرایندهای تصمیم محور و الگوریتم های داده سامانه

ها از تصمیم  ای از گذار تدریجی دولت نهاز ابزارهای فناورانه برای تسریع امور اداری باقی نمانده، بلکه نشا

محور و الگوریتمی است. این تحول، اگرچه هنوز در  انسانیِ مبتنی بر قضاوت اداری، به تصمیم داده

گویی و  ، اما پیامدهای حقوقی آن بر مشروعیت، پاسخنشده استبسیاری کشورها جایگزین کامل انسان 

 .شود کرامت انسانی از همین سطح آغاز می

ر عرصه تحلیلی حقوق عمومی، مشروعیت مفهومی صرفاً شکلی یا تکنیکی نیست؛ بلکه در د

محور  های کرامت مدار، همواره ترکیبی از بنیادهای هنجاری، فرآیندهای قانونی و ضمانت های قانون دولت

ی برارا هایی  فقط چالش های هوشمند، نه گیری از سوی سامانه بوده است. در جهان امروز، تصمیم

نسبت اقتدار و انسان در دولت مدرن ایجاد   سازوکارهای شکلی حقوق اداری، بلکه پرسشی عمیق درباره

های یادگیری ماشین،  های بزرگ و منطق ای هوشمند، با تکیه بر داده که سامانه کرده است. هنگامی

رسش این است که پ ،کند اطلاعات متقاضیان را تحلیل و خروجی تصمیم را برای مقام اداری تولید می

خیزد؟ اگر تصمیم نهایی تابع منطق آماری سامانه است،  مشروعیت نهایی چنین تصمیمی از کجا برمی

تواند به مبانی این تصمیم اعتراض کند یا از منطق آن آگاه  شهروند در برابر آن چه حقوقی دارد؟ آیا می

 شود؟

های اخیر شتاب گرفته  زی دولت طی سالسا در جمهوری اسلامی ایران نیز، هرچند فرآیند دیجیتالی

سامانه جامع و  درگاه ملی مجوزها، یسامانه مالیات، پایگاه رفاه ایرانیانچون همهایی  و در قالب سامانه

دانست. آنچه « سازی دیجیتال دولت»توان به معنای  جلوه یافته است، اما این وضعیت را هنوز نمی تجارت

ها را  ها داده هوش مصنوعی در سطح دستیار تصمیم است؛ یعنی الگوریتمکارگیری  تاکنون تحقق یافته، به

سازند، اما هنوز جایگزین اراده و  گیری را برای مقام انسانی آماده می تحلیل کرده و مسیر تصمیم

های قانونی برای ارزیابی  حال، حتی در همین سطح نیز، خلأ چارچوب اند. بااین مسئولیت انسانی نشده

فافیت و کرامت انسانی محسوس است. فقدان ضوابط روشن درباره افشای منطق مشروعیت، ش

تواند به تدریج مفاهیمی همچون  تصمیمات، امکان بازنگری انسانی و حق اعتراض شهروندان، می

 .گویی اداری را با چالش مواجه سازد دادرسی منصفانه، حق دادخواهی و پاسخ
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 حقوقی مشروعیت میان نسبت که است آن پی در تطبیقی،-یمقاله حاضر با تکیه بر رویکردی تحلیل

. کند بررسی نهادی و نظری مفهومی، سطح سه در دیجیتال، دولت بستر در را الگوریتمی تصمیمات و

های هوشمند در فرایندهای اداری  وسیله سامانه آیا تصمیماتی که به همقاله آن است ک محوری پرسش

اند؟ اگر آری، چه  نظر اصول حقوق عمومی واجد مشروعیت حقوقیشوند، از م اتخاذ یا پشتیبانی می

بر این اساس، فرضیه مقاله چنین است که مشروعیت  ها ضرورت دارد؟ شرایطی برای مشروعیت آن

یار یا  دفاع است که این تصمیمات خواه در مقام تصمیم حقوقی تصمیمات الگوریتمی، تنها در صورتی قابل

گرانه و با رعایت اصول شفافیت، امکان بازنگری انسانی و تضمین کرامت  نظیمدر چارچوبی ت ،گیر تصمیم

انسانی انجام شوند؛ در غیر این صورت، حتی اگر از نظر شکلی با قانون منطبق باشند، از بنیاد مشروعیت 

های مشروعیت در حقوق عمومی، بررسی تطبیقی  تهی خواهند بود. مقاله در ادامه، با تحلیل نظریه

کوشد الگوی تقنینی و  شناسی وضعیت حقوقی ایران، می های فرانسه، آلمان و اتحادیه اروپا و آسیب نظام

 .نهادی متناسب با مشروعیت در دولت دیجیتال را پیشنهاد کند

 یو داخل یخارج اتیادب یلیمرور تحلی: کاو نهیشیپ  .1

سرعت در  به ،آن  یمفهوم ید بودننوپدرغم  به تال،یجیدر بستر دولت د یتمیالگور یریگ میتصم لهئمس

آنچه در  حال، نیگرفته است. با ا یجا یعموم یگذار استیو س ی اطلاعاتفناور ،یکانون مطالعات حقوق

به صرف  وضوعم لیو گاه تقل یگفتمان یپراکندگ ،یفقدان انسجام مفهوم د،ینما یبرجسته م انیم نیا

 ،یو هنجار یحقوق یمثابه مفهوم به ت،یه مشروعک ست یدر حال نیاست. ا یاخلاق ای یفن یها دغدغه

و  یحقوق عموم یها انیبه بن ماًیو مستق ردیگ یعام قرار م یاصول اخلاق ای کیتکنولوژ یفراتر از کارآمد

بلکه با  ،یساز موجود، نه در مقام فهرست نهیشینقادانه پ یمنظر، بازخوان نی. از اخورد یدولت گره م هینظر

 .است یبه موضوع، ضرور ینقاط ورود نظر افتنی زیو ن ها ییگرا لیقلخلأها، ت صیهدف تشخ

 یخارج اتیادب  .1-1

خودکار، از  ماتیو تصم یدرباره هوش مصنوع نیاز آثار نخست یبخش بزرگ زبان، یسیانگل اتیادب در

ازی خودکارس» کتاب چونهم یاند. آثار شاخص آن نگاشته شده یمخاطرات اجتماع ای یاخلاق فناور هیزاو

به  آنکه یب شده است؛محروم تمرکز  رخودکار بر اقشا یها سامانه زیآم ضیتبع یامدهایبر پ 1،«نابرابری

1«های تخریب ریاضیسلاح» در اثر زنی 2اونیل .ها بپردازد سامانه نیا یحقوق یامکان بازطراح
از  شتریب 

                                                 
1. Automating Inequality 

2. O’Neil 

 [
 D

ow
nl

oa
de

d 
fr

om
 q

ja
l.s

m
tc

.a
c.

ir
 o

n 
20

26
-0

1-
29

 ]
 

                             3 / 27

https://qjal.smtc.ac.ir/article-1-1470-fa.html


 44فصلنامه حقوق اداری، سال دوازدهم، شماره    30

. پردازد یم یظاهراً خنث یها متیالگور یمند قدرت یکارکردها یبه افشا« داده یطرف یافسانه ب»منظر 

پاسخ به  یبرا یلیبحران مؤثرند، اما فاقد چارچوب تحل یها شهیهرچند در شناخت ر کردها،یرو نیا

 .اند تیدرباره مشروع یحقوق عموم یها پرسش

حقوق  نیادیخودکار و اصول بن ماتیتصم انینسبت م اند دهیکوش ر،یاخ یحقوق یکردهایمقابل، رو در

2د. هیلدبرانتکنن یپرداز هومرا مف یعموم
قانون برای دانشمندان کامپیوتر و سایر »خود،  رگذاریاثر تأثدر  

 یمثابه سازوکار بلکه به ،یفن دهیپد کیعنوان  را نه صرفاً به تمیالگور دیکه با دهد یم شنهادیپ 3،«افراد

. از ردیگ یم یریگ میدولت را در تصم یجا تمیموارد، الگور یاریبازشناخت؛ چراکه در بس یتیحاکم

 .ورزد یم دیخودکار تأک ماتیتصم یبرا یحقوق ییگو پاسخ یها چارچوب فیبر ضرورت تعر وی رو، نیهم

4ویل و ادواردز مطالعات
 هیاتحاد یها حفاظت از داده یمقررات عموم 22نقد ماده به  5خود  در مقاله 

 ماتیبه تصمنسبت  «اعتراضق ح» به شدن که صرف قائل دهد یپرداخته و نشان م (GDPR) اروپا

 ،هاآناست. از منظر  یناکاف ،یتمیالگور تیو شفاف یبازنگر یسازوکارها یساز نهیخودکار، بدون نهاد

حقوق  نیو تضم ینظارت انسان ،یریپذ حیتوض تیقابل قیتلف ازمندین یتمیالگور یدر حکمران تیمشروع

 .است نیادیبن

تلاش  ،یتمیالگور یمجموعه مقالات خود درباره حکمران در 6مایر و رادماکرویش گر،ید یسو از

 تواند یکنند که م لیتحل« نوظهور یفاعل حقوق»مثابه  مثابه ابزار، بلکه به فقط به را نه تمیاند الگور کرده

 سازد، یرا فراهم م ها تمیالگور تیعمشرو لیتحل ینگاه، امکان نظر نی. اردیبر عهده گ یحقوق تیمسئول

 .تحقق آن ارائه نشده است یبرا یروشن ینیتقن یها هنوز چارچوبهرچند در عمل 

8«دولت اداری خودکار» با عنوان 7کالو و سیترون پژوهش ت،ینها در
است که  یاز معدود آثار 

در ساختار  یبر تحول ماهو نیادی. آنان با نقد بنپردازد یم یو دولت ادار تمیالگور انیبه نسبت م ماًیمستق

را  یو برابر تیمنصفانه، شفاف یدادرس لاصو تواند یم« اداره خودکار»که  کنند یدولت، استدلال م

                                                                                                                   
1. Weapons of Math Destruction 

2. Hildebrandt 

3. Law for Computer Scientists and Other Folk 

4. Veale & Edwards 

5. Clarity, Surprises and Further Questions in the GDPR’s Approach to Automated 

Decision-Making 

6. Wischmeyer & Rademacher 

7. Calo & Citron 

8. The Automated Administrative State 
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 نیدر ا یریپذ تینظارت و مسئول یساز نهیبه نهاد یگذار با هوشمند کند، مگر آنکه قانون دیشدت تهد به

 .حوزه بپردازد

نسبت  یواکاو یبرا یدر سطح مفهوم ییها که اگرچه تلاش دهد ینشان م اتیادب نیا یبند جمع

 یباق یمخاطرات اخلاق فیدر سطح توص ایصورت گرفته، اما عمده آثار موجود  تیو مشروع تمیالگور

اند.  کرده هفناورانه بسند یها حل به راه ت،یمشروع یحقوق عموم یها انیتمرکز بر بن یجا به ایاند،  مانده

از منظر دولت  یتمیالگور ماتیتصم تیسنجش مشروع یبرا یحقوق یخلأ موجود، فقدان مدل نظر

 .چالش است نیدر پاسخ به ا ینیتقن ینهادها یقیتطب یبررس زیمدار و ن قانون

 یداخل اتیادب .2-1

خود قرار  هیهنوز در مراحل اول ،ینیماش ماتیو تصم ینسبت حقوق عموم یبررس ران،یا یحقوق اتیادب در

و  اند ستهینگر یله هوش مصنوعئسبه م یفریک ای یمقالات موجود، از منظر حقوق خصوص شتریدارد. ب

 ماتیتصم تیو مشروع یاست، نه نسبت اقتدار عموم نیماش یفریک ای یمدن تیها بر مسئول تمرکز آن

به  ،یو حقوق ادار کیدر بستر دولت الکترون اند دهیکوش ییها تنها معدود پژوهش ان،یم نی. در ایادار

به مقاله  توان یجمله م از؛ بپردازند رانیا کیراتدر ساختار بوروک تمیالگور یساز نهینهاد یها چالش

( اشاره کرد که تلاش 1402 ،یو تنگستان انیبرل ی)مراد« ها و راهکارها چالش ؛یو حقوق ادار تمیالگور»

کرده و نسبت آن  یبازخوان یاقتدار و کرامت انسان یها هیرا در بستر نظر ینیماش یریگ میدارد مفهوم تصم

ها در  تلاش نیمقاله، از نخست نیبسنجند. ا رانیا یلاماس یانون در دولت جمهورق تیرا با اصول حاکم

 رودبا یشمار م به یدر عصر هوش مصنوع یادار تیدر مفهوم مشروع یشیبازاند یبرا یزبان فارس

 یکشورها اتیتجرب یساختار لیاست که به تحل یقیجامع و تطب یفاقد پژوهش یداخل اتیادب حال، نیا

 ینیتقن یکرده و راهکارها یبررس یحقوق عموم نیادیرا از منظر اصول بن رانیا تیته، وضعپرداخ شرویپ

 یها پژوهش رد ن،یهوشمند ارائه دهد. همچن ماتیتصم تیمواجهه با بحران مشروع یبرا یو نهاد

 یحق اعتراض، و کرامت انسان ،یتمیالگور تیشفاف ت،یمشروع انیم ینظر یوندهایکمتر به پ یداخل

گذاری و تقویت  توسعه زیرساخت، افزایش سرمایهها لازم به ذکر است برخی پژوهش .ته شده استپرداخ

گیری مسئولانه از هوش مصنوعی در نظام اداری  های ضروری برای بهره نیروی انسانی را نخستین گام

 .(1403شناسایی کرده است )ایزدی و همکاران، 
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  یلیو چارچوب تحل یشناس مفهوم  .2

ظاهر روشن  به یدر نگاه نخست، واژگان تال،یجیو دولت د یادار میتصم ت،یچون مشروعهم یاتاصطلاح

اند که  شده یگفتمان  یدچار دگرگون کیهر  ت،یاما در بستر تحول فناورانهِ حاکم رسند؛ ینظر م و متداول به

بخش، با  نی. در ااست یحکمران نینو طیپرتو شرا در فیو بازتعر قیعم یا یبازنگر ازمندیها ن فهم آن

 یمقاله واکاو یسه مفهوم محور ،یدولت، و فلسفه فناور هینظر ،یبه سنت حقوق عموم یقیتلف ینگاه

 .شود یم

 یهنجار تی: فراتر از انطباق، در طلب رضایحقوق تیمشروع. 1-2

 قرار داشته «هیتوج»و « اطاعت» انیم قیهمواره در تعل ،یحقوق عموم شهیاند خیدر تار ت،یمشروع

 کردی. اگر در رویواسطه استحقاق اخلاق قدرت به رشیپذ ایواسطه قانون،  است؛ اطاعت از قدرت به

 تر، یتقادان ینظر یها بود، در سنت یانطباق با قاعده حقوق یصرفاً به معنا تیمشروع ،یصور-یقانون

حق اعتراض و  یریپذ مشارکت ،یاست که قدرت را از نظر اخلاق عموم ییادهایناظر بر بن تیمشروع

 تی: مشروعشود یقائل م تیسه سطح از مشروع انیمهم م یزیتما نهیزم نیتهام در ای. بسازند یموجه م

آن قاعده نزد  هیتوج ابهمث به تیمثابه انطباق با قاعده و مشروع به تیمثابه وجود قاعده، مشروع به

 .Beetham, 1991: 20)) مخاطبان

صرفاً بر مدار اعمال  تواند ینم گرید تیدوم، مشروع یجهان پس از جنگ ژهیو مدرن، به یها دولت در

ها  باشد که افراد بتوانند نسبت به آن ییندهایفرآ رندهیدربرگ دیبلکه با ،استوار باشد ییگو قانون بدون پاسخ

 ی.است و هم هنجار یمعنا، هم صور نیدر ا ،یحقوق تیفهم، مشارکت و اعتراض داشته باشند. مشروع

شهروندان  یبرا دیکه با ثیاز آن ح یهنجار ؛استوار باشد یقانون  به پشتوانه دیو که بار از آن یصور

معادله با بحران مواجه  نیخودکار، ا یریگ میتصم نینو تیوضع در. باشد ریپذ هیقبول و توج معقول، قابل

نه چگونه آن را گرفته،  یچه کس میدان یرا مشروع دانست که نه م یمیتصم توان یشده است. چگونه م

اعتراض به آن وجود ندارد؟ در  ای یبازنگر یبرا یتر آنکه، راه کدام داده و مهم یگرفته شده و نه بر مبنا

 ابیغ ت،یاتخاذ شده باشد، فقدان شفاف یظاهر در چارچوب قانون به میاگر تصم یحت ،یطیشرا نیچن

 یآن را از درون ته تیروعمش ،یریگ میتصم ندیو حذف کرامت فرد در فرآ ،یانسان یامکان بازنگر

 .کند یم

قابل دفاع  یتنها در صورت یتمیالگور ماتیتصم یحقوق تیمقاله، مشروع نیدر چارچوب ا نیبنابرا

و  یانسان یامکان نظارت و بازنگر ،یریگ میدر منطق تصم تیباشد: شفاف نیادیاست که واجد سه شرط بن
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سه شرط را  نیکه ا یمی. هرگونه تصمیوق عمومحق ادیمثابه بن به یبا کرامت انسان یدرون یسازگار

 .است یحقوق تیباشد، فاقد مشروع یولو آنکه قانون رد،یبگ دهیناد

 وگو است که فاقد گفت یا : محاسبهیتمیالگور یادار میتصم .2-2

هایی بود که آن را به کنشی حاکمیتی و  در سنت کلاسیک حقوق اداری، تصمیم اداری واجد خصیصه

شد، نام و عنوان مقام صادرکننده روشن  تصمیم توسط مقام انسانی اتخاذ می. کرد می یلتبدمسئولانه 

بینی  های اعتراض و بازبینی در برابر آن پیش گردید و راه بود، استدلال تصمیم در بسیاری موارد بیان می

رو هستیم.  بهشد. اما در ساختارهای نوپدید دیجیتال، با نوعی دگردیسی مفهومی در معنای تصمیم رو می

دیگر الزاماً به معنای یک کنش آگاهانه انسانی نیست، بلکه فرآیندی آماری و مبتنی بر « تصمیم»

 .شود ها واگذار می هاست که بخشی از آن به الگوریتم پردازش انبوه داده

ی فناوری، دو گونه تصمیم الگوریتمی باید متمایز شود: نخست، تصمیمات  از منظر سطح مداخله

ها را تحلیل  که در آن الگوریتم صرفاً داده( Decision-Support Systems)شده یا یار تصمیم  بانیپشتی

کند و مقام انسانی اختیار نهایی دارد؛ دوم، تصمیمات خودکار یا خودمختار  و پیشنهاد ارائه می

(Automated Decisions )ص تولید آور برای اشخا طور مستقیم خروجی الزام که در آن، سامانه به

های  بیشتر نمونه (.Burrell, 2016: 5) آنکه دخالت انسانی در مرحله نهایی وجود داشته باشد کند، بی می

حال، حتی در این سطح نیز،  اند؛ بااین موجود در ایران و بسیاری کشورهای در حال توسعه، از نوع نخست

طق الگوریتمی است که شهروند پرسش از مشروعیت پابرجاست، زیرا تصمیم نهایی، در عمل تابع من

 .نسبت به آن آگاهی یا امکان اعتراض مؤثر ندارد

تصمیم اداری روشن شود. مقصود در این مقاله، تنها تصمیمات نهایی قابل   در گام بعد، باید دامنه

طور  گیرد که در مسیر صدور تصمیم نهایی، به ابلاغ به اشخاص نیست؛ بلکه تمامی تصمیماتی را دربرمی

ها را پالایش  یا مقدماتی که داده« اعدادی»گذارند. در واقع، تصمیمات  ثر بر حقوق یا منافع افراد اثر میمؤ

ها را بیرون از  توان آن اند و از منظر مشروعیت نمی کنند نیز بخشی از فرایند تصمیم بندی می و اولویت

صورت خودکار متقاضیان تسهیلات  های هوشمند ب نظارت حقوق عمومی قرار داد. برای نمونه، اگر سامانه

بندی و بخشی از آنان را از فهرست بررسی نهایی حذف کند، این تصمیم مقدماتی نیز واجد  دولتی را رتبه

 .آثار حقوقی است و باید مشمول همان ضوابط شفافیت، نظارت انسانی و حق اعتراض باشد

ن مقاله، هر نوع تصمیم یا خروجی بر این مبنا، تصمیم اداری الگوریتمی در معنای تحلیلی ای

صورت  گذارد، خواه به نحوی مؤثر بر وضعیت حقوقی یا منافع اشخاص اثر می ای است که به سامانه
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ها شکل  سیاه داده مستقیم و نهایی، خواه در قالب تصمیم مقدماتی. چنین تصمیمی، معمولاً در جعبه

 رو، سه ویژگی کلیدی آن را شده است. ازاینگیرد؛ یعنی مشخص نیست بر چه اساسی تصمیم گرفته  می

 :کند از تصمیم انسانی متمایز می

 پذیری اخلاقی؛ انسانی و مسئولیت  گیرنده تصمیم  فقدان سوژه  .1

 توضیح بودن منطق الگوریتمی؛ غیرقابل  .2

 .زدایی از مخاطب تصمیم، یعنی تقلیل شهروند به داده شخصی  .3

« کنش ارتباطی مشروع»عنوان  تواند به هابرماس، چنین تصمیمی نمین یورگارتباطی   از منظر نظریه

 گیرد وگوی عقلانی میان دولت و شهروند شکل نمی تلقی شود، زیرا در آن هیچ فرآیند توجیهی یا گفت

(Habermas, 1996: 288.)  بنابراین، حتی اگر تصمیم الگوریتمی کارآمد و سریع باشد، در غیاب ارکان

 .تهی از معنا و مشروعیت سیاسی خواهد بود ،شروعیتوگومحور م گفت

 داده چهره ی: چرخش از چهره دولت به شبکه بتالیجیدولت د  .3-2

 یارتقا یفناورانه برا یمثابه تحول گاه به تالیجیدولت د ،یعموم تیریو مد یگذار استیس اتیادب در

 فیبازتعر دهد، یتحول رخ م نیادولت، آنچه در  هی. اما از منظر نظرشود یم یدولت معرف یکارآمد

چهره مأمور،  در گرید تیحاکم تال،یجیاست. در دولت د یدولت در نسبت با قدرت، سوژه و فناور یماهو

و  ساز میتصم وسته،یپ هم به یها از سامانه یا بلکه در شبکه شود، یظاهر نم یاسیمقام س ایاداره،  سیرئ

بلکه در پردازش داده نهفته است و  ینه در اراده شخص گری. اقتدار، دگردد یم یمتجل گر ینیب شیپ

 .است یابیرزقابل ا یِآمار یمند، بلکه ورود مخاطب دولت، نه انسان حقوق

اقتدار  یبا رهاساز تالیجیکه دولت د شدهاشاره  یدرست به ،«ینظارت یدار هیسرما»مفهوم  لیدر تحل

با مقام  توانست یشهروند م ،ی. در دولت سنتزند یرا دور م کیدموکرات یدر عمل سازوکارها تم،یبه الگور

بازخورد »خود را به  یمواجهه جا نیا تال،یجیکند؛ اما در دولت د لیاقامه دل د،یمواجه شود، سخن بگو

 .(Zuboff, 2019) تاس شتریداده ب دیتول م،یبر تصم یرگذاریتنها راه تأث یعنی دهد؛ یم «یا داده

را که در  یتیحاکم توان یچگونه م .است یجد یها واجد بحران فوق تیوضع ،یمنظر حقوق عموم از

را منتسب  تیمسئول توان یچگونه م ،یگو ساخت؟ در فقدان چهره انسان پس کدها پنهان است، پاسخ

 د؟یحق اعتراض را تحقق بخش توان یامکان گفتگو، چگونه م ابیکرد؟ و در غ

 یاست، اگر با سازوکارها میفناورانه عظ یها تیحامل ظرف که حال نیدرع تال،یجیدولت د جه،ینت در

بدل  یحقوق عموم تیمشروع یبرا یدیمحور همراه نشود، به تهد گو، شفاف و کرامت پاسخ یحقوق
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دولت  انیکه م یشکاف ؛دارد دیتأک یو نظر یگسست مفهوم نیبر هم قاًی. مقاله حاضر، دقشود یم

 ،ینظر یشیبازاند ریو تنها از مس در حال گسترش است یحقوق-یاسیس تیو مشروع تالیجید

 .قابل مهار است یادار ینهادها یو بازمهندسی حقوق یگر میتنظ

 خودکار ماتیدر تصم تیمشروع ینظر یمبان  .3

 یا باشد، دغدغه ینهاد ای یحقوق یاز آنکه صرفاً پرسش شیب تال،یجیدر بستر دولت د ت،یمشروع لهئمس

خود را به  یجا ،یکه اراده انسان یاقتدار در جهان یادهایداوم بندر باب امکان ت یا دغدغه ست؛ ی افلسف

 ت،یوضع نی. در اسپارد یم یتمیالگور رشفافیغ میوگومحور، به تصم محور و کنش گفت محاسبه داده

بخش، نه  نی. ااند یبازخوان ازمندین کیبه  ک، یساختند یرا م یشالوده حقوق عموم یکه روزگار یمیمفاه

آن، با  یها انیدر بن یشیبازاند یبرا ست یبلکه کوشش ت،یاز مشروع کیکلاس فیتعاراستخراج  یدر پ

 یقانون-ی)فوکو(، و عقلان ینظارت-یوگومحور )هابرماس(، مراقبت متفاوت: گفت یاتکا بر سه سنت نظر

 )وبر(. 

 هابرماس یارتباط میدر پارادا ی: تأملییوگو گفت ندیمثابه فرآ به تیمشروع  .1-3

بلکه در بستر تعامل،  ن،یینه از بالا به پا گرید ت،یکه در آن، مشروع نهد یم انیرا بن یا پروژه هابرماس،

 یزعم او، در جوامع مدرن، اقتدار تنها در صورت . بهردیگ یشکل م یارتباط تیوگو و امکان عقلان گفت

که  ییجا یعنیباشد؛  یآزاد و استدلال ،ییوگو گفت یندیآباشد که برآمده از فر تیمشروع یمدع تواند یم

مشارکت  یجمع ماتیتصم یریگ بتوانند در شکل ل،یاقامه دل یاز فرصت برابر برا یافراد، با برخوردار

چه در  آن م،یقرار ده تیرا ملاک سنجش مشروع انیبن نیاگر ا حال (Habermas, 1996: 287) .کنند

اش  منطق شنود؛ ینم تم،ی. الگورردیگ یموضوح در تعارض با آن قرار  به دهد، یرخ م یتمیالگور ماتیتصم

هوشمند، نه باز، نه  یها در سامانه یریگ میتصم ندی. فرآدهد ینم یبه چالش پاسخ دهد؛ ینم حیرا توض

 یخروج تیکه در نها ست ی ازیآن است. بلکه چ یالاذهان نیب یبه معنا ینه الزاماً عقلان و ،ییوگو گفت

 .ردیقرار گ یاقناع عموم ایر معرض مشارکت آن د ندیفرآ آنکه یب کند، یم دیتول

 لیمتقابل و اقامه دل یوگو امکان گفت یعنی  تیمشروع یاز ارکان اصل یکیفاقد  ینیماش ماتیتصم

 هیفاقد امکان تعامل و توج یندیکه از فرآ یمیتصم گر،یعبارت د . بههستند توسط سوژه مخاطب قدرت

 یمند تیرضا ادیرا بر بنینامشروع است؛ ز ،یز منظر هابرماسبرخاسته، ولو آنکه منطبق با قانون باشد، ا

 ،یتیوضع نیاست. در چن یوگو متک و اقناع شکل نگرفته، بلکه بر سکوت، داده و حذف گفت یعقلان
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 یشناخت یهست ادیبه اطلاعات، بلکه بن یدسترس اینه صرفاً حق اعتراض  رود، یچه از دست م آن

 .وگو است: گفت تیمشروع

 یینگاه فوکو یمراقبت: بازخوان یمثابه فناور به یتمیرت الگورقد  .2-3

: در بدن، در کند یعمل م کرویهمواره در سطح م یاسیفوکو از مناسبات قدرت، امر س شلیم لیتحل در

در نظم و در  ه،یبلکه در رو ست،یصرفاً در فرمان حاکم ن گرینهاد، در بازداشتگاه، در مدرسه. قدرت، د

به دولت نظارت،  زدهم،منظر است که دولت مدرن، در قرن نو نیدارد. از هم انیارها جررفت یزیر برنامه

 تال،یجیاما دولت د.  (Foucault, 1979: 199–201) شود یساز بدل م و دولت نرمال ،یدولت زندگ

و  ینیب شیتنها رفتار را نظارت، بلکه آن را پ دولت نه .روز کرده است را به ندیفرآ نیا تر، کالیراد ینحو به

 . اند کرده لیکه سوژه را به داده تبد شود یانجام م ییها واسطه سامانه به همه، نیو ا کند یم میتنظ شیپ

 قیاست، نه از طر «یناآگاه» قیاز طر یحکمران صداست؛ یب یابزار انضباط ل،یتحل نیدر ا تم،یالگور

 ست،ین تیمشمول حما یچه کس ایاست  ارانهیمستحق  یچه کس ردیگ یم میکه تصم یا اجبار. سامانه

تفاوت  گرفتن دهیدنا ،یانسان نهیقائل است: حذف زم نیپلیسید یرا دارد که فوکو برا یهمان کارکرد قاًیدق

 ای رشیتنها در پذ نه گرید ت،یچارچوب، مشروع نیمنظر ا از .عدد و داده یو اعمال نظم در پوشش خنث

را  ینیماش ماتیتصم یعنی. ابدی یمعنا م یدر دل فناورروابط قدرت پنهان  یوگو، بلکه در افشا گفت

ها،  سامانه نیکرد که چگونه ا یبررس دیبلکه با د،یها سنج آن یظاهر تیشفاف ثیتنها از ح توان ینم

معنا، مستلزم  نیدر ا ت،ی. مشروعکنند یم دیرا بازتول ضیو تبع یبند تیولواز قدرت، حذف، ا ینظام

استفاده  یاسینفع کدام نظم س و به یچه کسان یبرا ،یها، با چه وزن ادهاست که کدام د نیپرسش از ا

با مداخله الگوریتم اخاذ شده و دارای آثار و تبعاتی  تصمیمات الگوریتمی، تصمیماتی هستند که شوند؟ یم

ها  در سطوح مختلفی ممکن است در فرآیند ذکر این نکته لازم است که الگوریتمبر اشخاص هستند. 

شده و کار آیند. گاهی اوقات به عنوان ابزار کمکی انسان و در چارچوب از قبل تعیینتصمیمات بهاتخاذ 

کنند پذیر و گاهی اوقات به صورت محوری و مستقل نسبت به اخذ تصمیم اقدام میبینیپیش

 (.151: 1401)انصاری، 
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ا عنصر وبر: ضرورت بازگشت به قاعده، ب یعقلان–یدر سنت قانون تیمشروع  .3-3

 یانسان

 تیرا مشروع افته،ی ادیمدرن بن یها چه در دولت آن ت،یگانه معروف خود از انواع مشروع وبر، در سه ماکس

مند،  بلکه بر منطق قاعده زما،یکار ایبر سنت  یاز اقتدار که نه مبتن یصورت نامد؛ یم «یقانون-یعقلان»

بودن،  یرغم شکل به ،تیوعمشر نیا (. Weber, 1978: 215–220) استوار است یتخصص، و بوروکراس

و  یدر چارچوب مقرره قانون صلاح، یتوسط مقام ذ دیبا یریگ میتصم .است ینهاد تیعقلان یحامل نوع

 دهد، یرخ م یتمیالگور ماتیچه در تصم آن اما .انجام شود ییقضا یدگیبا امکان نظارت، اعتراض و رس

از قاعده،  ی: نظامکرد ینم ینیب شیچه وبر پ آن گر،یعبارت د به ایاست؛ « بدون چهره یبوروکراس» یا گونه

گو، عنصر  مقام پاسخ ابیو نظم است، اما در غ هیاگرچه ظاهر امر منطبق با رو ت،یوضع نی. در افاعل یب

تنها در  ،یقانون-یعقلان تیمشروع .شود یم یاز درون ته یساختار ادار ل،یدلاقامه  تیو قابل یانسان

اعتراض و  ریو مس دیرا فهم میرا بازشناخت، منطق تصم رندهیگ مید که بتوان مقام تصممعنا دار یصورت

گو،  و نه پاسخ حیاما نه مسئول است، نه قابل توض ردیگ یم میکه تصم یا کرد. سامانه یرا ط یبازنگر

جدا  یحقوق قاعده را از فاعل رایساقط است؛ ز تیاز مشروع وبر،زعم  به یباشد، ول یقانون تواند یاگرچه م

 ت.کرده اس

 ندیفرآ یمند و انسان ییگو در گرو ارتباط، پاسخ مات،یتصم تیمشروع ،یهر سه سنت نظر درباری، 

ناقض قانون باشند، از  ماًیمستق آنکه یابعادند، ب نیکه فاقد ا یهوشمند یها است. سامانه یریگ میتصم

 ای سازند، یم هانقدرت را پن ای کنند، یحذف موگو را  گفت ای رایز اند؛ تیفاقد مشروع ،یمنظر حقوق عموم

 .کنند یاعمال م فاعل یقواعد را ب

 تالیجید یها در دولت یتمیالگور ماتیتصم تیمشروع یقیمطالعه تطب  .4

ای متمایز در نظریه دولت، حقوق اداری  با پیشینه فرانسه، آلمان و اتحادیه اروپا هر یک های حقوقینظام

هایی ارزشمند از نسبت میان هوش مصنوعی و مشروعیت حقوقی تصمیمات  نمونهگری فناوری،  و تنظیم

اند. این بخش، با هدف شناخت الگوهای نهادین و مفهومی، به تحلیل این سه تجربه  اداری ارائه کرده

 .خواهد پرداخت
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 یعقلان یدر دولت ادار یتمیالگور تیمشروع ادیمثابه بن به تیفرانسه: شفاف  .1-4

همواره نسبت به قلمرو  ،یدولت متمرکز و اقتدار قانون هیکهن در نظر یا نهیشیفرانسه، با پ یقحقو نظام

نظام، که سنت  نیداشته است. ا نیادیبن یتیآن حساس دنیبخش تیمشروع وهیو ش یاعمال قدرت عموم

وز، دولت را تا امر ماستوار ساخته، از قرن نوزده یو فلسفه روشنگر «یادار تیعقلان»خود را بر شالوده 

و در برابر  ریپذ هیشفاف، توج دیکه با یا اراده داند؛ یم« اراده عامه»قانون، بلکه حامل  ینه صرفاً مجر

 ،یادار یریگ میتصم ندیبه فرآ یهوش مصنوع یها یورود فناور ،یبافت نیچن در .گو باشد شهروندان پاسخ

ملت -است که از سنت دولت تیمشروع از یآن درک یبالقوه برا یدیبلکه تهد ،یفن یریینه فقط تغ

 گر،ید یحقوق یها نظام یاریزودتر از بس ،یگذار فرانسو قانون رو، نی. از همردیگ یسرچشمه م یفرانسو

تحت  زیرا ن ینیتوسعه دهد و اقتدار ماش یتمیرا تا درون منطق الگور یحقوق عموم یزهامر دیکوش

و  یاز قانون روابط ادار L311‑3‑1 ماده .محصور سازد تیو شفاف یچارچوب اصول عدالت ادار

ماده،  نینگرش است. طبق ا نی، تجسم ا2016مصوب  «تالیجید یقانون جمهور»در پرتو  1یشهروند

شهروند را  تاتخاذ شود، اداره مربوطه موظف اس یتمیسامانه الگور کیبر اساس  یادار میهرگاه تصم»

و چارچوب  یدیکل یرهایمنطق، متغ نیواست او، قوانمداخله آگاه سازد و درصورت درخ نیصراحتاً از ا

 «.را ارائه دهد یمداخله انسان

گیری و هم  تصمیم« ابزار»های حقوق اداری فرانسه، الگوریتم دارای دو حیثیت است: هم  در نظریه

بار با رأی شورای دولتی در پرونده  مشمول حق دسترسی عمومی. این مفهوم، نخستین« سند اداری»

Conseil d’État, 12 juin 2019, n° 427916   تثبیت شد. موضوع دعوا، شکایت یکی از داوطلبان

ای ملی برای گزینش و تخصیص دانشگاهی  بود؛ سامانه  Parcoursupی  ورود به آموزش عالی از سامانه

که کرد. شورای دولتی در این رأی تصریح کرد  بندی استفاده می های الگوریتمی برای رتبه که از مدل

موجب  سازد. به پذیری معاف نمی استفاده از الگوریتم، اداره را از الزامات شفافیت، حق دانستن و بازنگری

ی سامانه را در دسترس  حکم، وزارت آموزش عالی موظف شد متغیرها، ضرایب و منطق محاسبه

ترتیب، سه رکن  داوطلبان قرار دهد تا بتوانند تصمیم را درک و در صورت لزوم، اعتراض کنند. بدین

 :مشروعیت تصمیمات اداری الگوریتمی در نظام حقوقی فرانسه تثبیت شد

 الزام به افشای ساختار و منطق الگوریتمی؛  (1

 ؛گیری حفظ مسئولیت انسانی در تصمیم   (2

                                                 
1. Code des relations entre le public et l’administration 
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 .امکان اعتراض مؤثر و مستقل در برابر تصمیم   (3

های نوین حق دسترسی  نوان یکی از جلوهع در نظام حقوق اداری فرانسه، شفافیت الگوریتمی به

در چند  «1کمیسیون دسترسی به اسناد اداری»شهروندان به اسناد اداری مورد شناسایی قرار گرفته است. 

ها باید در حدی که  تصریح کرد که تصمیمات اداری مبتنی بر الگوریتم 2017نظر رسمی خود در سال 

ای شهروندان قابل فهم باشند. بر پایه این آراء، حتی اگر دهد، بر محرمانگی و منافع عمومی اجازه می

های ورودی و عوامل مؤثر بر  ممکن نباشد، اداره موظف است منطق تصمیم، داده کُد منبعانتشار کامل 

در ادامه این رویکرد، وزارت اقتصاد (. CADA, 2017a; 2017b) نتیجه را در دسترس متقاضی قرار دهد

های یادگیرنده در حوزه کشف فرار مالیاتی را تأیید  به کارگیری سامانه 2018ال در س  و دارایی فرانسه

 هایی از متغیرها و منطق آماری الگوریتم را منتشر ساخت کرد و در پاسخ به مطالبه نهادهای مدنی، بخش

(Ministère de l’Action et des Comptes publics, 2018 .)تال ی دیجی این تحول نماد گذار از اداره

3و دلماس مارتی 2روسودر سطح نظری، اندیشمندانی چون  .گو و قابل توضیح است ی پاسخ بسته به سوی اداره
 

 دیتأک(« citoyenneté algorithmique) یتمیالگور یشهروند»مفهوم  شیدایتحولات، بر پ نیبا الهام از ا

دکار باشد، از منطق آن آگاه شود و حق خو ماتیتصم یکه در آن شهروند بتواند مخاطب حقوق یتیاند؛ وضع کرده

 (.Rousseau, 2018, pp. 112–115; Delmas-Marty, 2021, pp. 89–91داشته باشد ) یاعتراض و دادخواه

 نیادیو حقوق بن مدار در پرتو سنت دولت قانون یتمیالگور تیآلمان: مشروع .2-4

و الزام به  یدر ساختار ادار تیشفاف هوشمند بر ماتیتصم تیفرانسه، منطق مشروع یدر نظام حقوق اگر

بنا نهاده  تر قیعم یو بر بستر گرید یاز منظر تیمشروع نیاستوار است، در آلمان، ا تمیالگور یافشا

 «مدار دولت قانون» نیادیکه از قرن نوزدهم با مفهوم بن یبستر شود؛ یم
در حقوق آلمان شکل گرفت و 4

 هیکل تیمشروع نییتب یبرا یمفهوم یا مثابه شالوده ل، بلکه بهمثابه اص از آن زمان تاکنون، نه فقط به

 یاقتدار ادار ،یسنت حقوق نی(. در اWischmeyer, 2020: 1179عمل کرده است ) یتیاعمال حاکم

روشن و در معرض  لیمستند به دلا ،یونقان قیکه تابع اصول دق شود یم یموجه تلق یتنها در صورت

 ینظم حقوق نیدر ا ،یادار یساز میوارد به قلمرو تصم عنوان فاعل تازه به تم،ینظارت مستقل باشد. الگور

وجود ندارد، مادام که موضوع  ینیو ماش یانسان میتصم انیم یتفاوت چیعبور کند: ه ریمس نیاز هم دیبا

                                                 
1. CADA 

2. Dominique Rousseau 

3. Mireille Delmas‑Marty 

4. Rechtsstaat 
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 ند،یدر فرآ تیمشترک است: شفاف ت،یقاعده مشروع رو، نیشهروند است؛ و ازا نیادیآن برخورد با حقوق بن

 (.Mittelstadt, 2016: 504) تیامکان اعتراض مؤثر، و تعهد به تناسب و عقلان

آلمان در سال  یدر نظام ادار ها تمیکاربرد الگور تینسبت به مشروع یجد ییچالش قضا نینخست

 داری( پدVerwaltungsgericht Wiesbaden) سبادنیو ینزد دادگاه ادار یا و در قالب پرونده 2017

 درالاطلاعات ف یبا استناد به قانون آزاد یدانشگاه رشیاز داوطلبان پذ یکیونده، پر نیشد. در ا

(Informationsfreiheitsgesetz – IFGخواستار افشا )ی سامانه یریگ میتصم یارهایمنطق و مع ی 

 یمبتن یادار میخود اعلام کرد که تصم ی( شد. دادگاه در رأHochschulstartدانشجو ) نشیخودکار گز

و حق دانستن  تیمشروع نیادیبا اصول بن ،یانسان ینیو فاقد امکان بازب فهم رقابلیغ یتمیلگوربر ا

و  یمستلزم امکان کنترل انسان کیدر نظام دموکرات یادار میتصم تیمشروع رایاست؛ ز ریشهروند مغا

 VG Wiesbaden, Urteil vom 28 Februarپرونده، که با عنوان  نیاست. ا میمنطق تصم یریپذ فهم

2017 –. 6 K 1493/16.WI نیعنوان نخست به رانپژوهشگ یآلمان ثبت شده، از سو یحقوق ویدر آرش 

( در Recht auf Kenntnis des Algorithmus) «یتمیحق اطلاع از منطق الگور» ییگام در شناسا

 نیا یها افتهی(. see Kühling & Seidel, 2017; Sartor, 2020) شود یآلمان شناخته م یحقوق ادار

 افتیبازتاب  زیآلمان ن تاطلاعا یها و آزاد فدرال حفاظت از داده سریدر گزارش سالانه کم یرأ

(BfDI, 2018, pp. 42–43.) رها،یفوق، وزارت آموزش آلمان موظف شد متغ یمتعاقب صدور رأ 

برخاسته  کردیور نیفراهم آورد. ا یانسان یبازنگر یبرا یو منطق سامانه را شفاف کند و سازوکار بیضرا

 زند یمنصفانه گره م ندیبلکه به فرآ جه،یرا نه به نت تیآلمان است که مشروع یاز سنت حقوق عموم

(Wischmeyer & Rademacher, 2019: p. 72فلسفه کانت .)اصل  نیبر ا زیحاکم بر حقوق آلمان ن ی

 آن. یاز کرامت است، نه ابزار ثانو یبخش «ندیفرآ»دارد که  دیتأک

که  کنند یم دیتأک «یادار تیمسئول»با توسعه مفهوم  1یپژوهشگران آلمان برخی ،یر نظرمنظ از

صرفاً ابزار  تمیبماند؛ الگور ینزد انسان باق دیبا تیمسئول ن،یماش یریادگیبر  یمبتن ماتیدر تصم یحت

انتقال »آنان نسبت به  (.Wischmeyer & Rademacher, 2020: 1180) میاست، نه مرجع تصم

سطح  در. دهد شیرا فرسا ینظم حقوق عموم تواند یکه م دهند یهشدار م «یدار به منطق آماراقت

2فدرال آلمان یها قانون حفاظت از داده ز،ین یگذار قانون
 ماتیدر تصم ی، حق بر مداخله انسان37در ماده  

 ن،یهمچن (.Federal Data Protection Act [BDSG], 2017: Sec. 37) کرده است تیخودکار را تثب

                                                 
1. Wischmeyer & Rademacher 

2. BDSG 
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 ها چون دفتر فدرال حفاظت از دادههم یینهادها
 جادیآلمان، بر ضرورت ا تالیجید قاخلا یو شورا1

 (.BfDI, 2023) دارند دیتأک ها تمیآموزش و نظارت بر الگور یبرا ییها دستورالعمل

ر آن در نه از اعتماد به آن، بلکه از مها یفناور تیکه مشروع دهد یتجربه آلمان نشان م ت،ینها در

از  تواند ینم یسامانه هوشمند چیکشور، ه نی. در اردیگ یمدار نشأت م دولت قانون یچارچوب سنت حقوق

د پاسخگو به دادگاه و یبا یدر عصر داده، اصل بر آن است که فناور یحت رایمستثنا شود؛ ز ینظارت حقوق

 شهروند باشد، نه برعکس.

 یو نهادساز نیادیدر مدار حقوق بن یتمیالگور یاروپا: حکمران هیاتحاد  .3-4

 هیچندلا

شد، اما در دو  بازاری شناخته می-اگرچه اتحادیه اروپا در آغاز پروژه ادغام، بیشتر با رویکردی اقتصادی

چرخشی معنادار در جهت تأسیس الگویی 2ویژه پس از تصویب منشور حقوق بنیادین اتحادیه دهه اخیر، به

اده است؛ الگویی که در آن، حقوق فردی نه صرفاً امری تجملی، بلکه رخ د« بنیاد حکمرانی حقوق»از 

این  (.Craig & de Búrca, 2020: 335) شود بنای مشروعیت هرگونه اعمال قدرت محسوب می سنگ

گیری عمومی، به حوزه  ها در فرایندهای تصمیم گیری هوش مصنوعی و گسترش استفاده از الگوریتم تحول، با اوج

پرسش  (.Buttarelli, 2018: 4) شد: مشروعیت فناوری در نسبت با حقوق بنیادین انسان اروپایینوینی کشیده 

نه در  ه،یمنزلت انسان را حفظ کرد؟ پاسخ اتحاد توان یچگونه م رند،یگ یم میها تصم که داده یبود که در جهان نیا

 .(EDPB, 2020: 3حقوق در دل آن بود ) یساز نهیبلکه در نهاد ،یفناور ینف

 22ماده  ژهیو ، به2016ها مصوب  حفاظت از داده یدر مقررات عموم کرد،یرو نینمود ا نینخست

شود که  یمیتابع تصم دینبا یفرد چیکه ه کند یصراحتاً اعلام م هیماده، اتحاد نیشد. در ا انیآن نما

باشد  شتهدابر او  یمشابه قابل توجه ای یپردازش خودکار اتخاذ شده و آثار حقوق هیصرفاً بر پا

(GDPR, 2016, Art. 22.) است؛  رخودکاریغ میبر حق بر تصم دیماده برجسته است، تأک نیآنچه در ا

مخاطب  دیاستوار است؛ انسان با هیمنشور اتحاد یدارد و بر اصل اساس یدر کرامت انسان شهیکه ر یحق

تا  13، مواد 22ماده  برن (. افزوWachter et al., 2017: 81قدرت باشد، نه موضوع خاموش محاسبات )

از  یا دارند و مجموعه دیو حق اعتراض تأک م،یبه منطق تصم یدسترس ،یابی بر حق اطلاع زین 15

                                                 
1. BfDI 

2. Charter of Fundamental Rights of the European Union 
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 دارند یمقرر م یتمیالگور یکاربردها یرا برا یو کنترل انسان ،یریپذ حیتوض ت،یشفاف یسازوکارها

(GDPR, 2016, Arts. 13–15.) 

های  ک نظم فراملی، تنها به سطح تقنین بسنده نکرد. یکی از خصلتمثابه ی اما تجربه اروپایی، به

برای تضمین مشروعیت فناوری است. در این راستا، نهادهایی  نهادسازی چندسطحیمتمایز این تجربه، 

1ها چون هیئت اروپایی حفاظت از دادههم
حفاظت از  یو شبکه مقامات مل 2،نهاد ناظر بر حقوق بنیادی 

هوشمند بر  ماتیاصول مربوط را در بستر تصم ینظارت بر اجرا گر،یکدیبا  یهماهنگ در یها، همگ داده

(. از جمله در سال European Union Agency for Fundamental Rights, 2018: 22عهده دارند )

 تمیدرباره استفاده از الگور یرسان اعلام کرد که صرف اطلاع ،یریتفس یا هیانی، مرجع مذکور در ب2020

 تیو آثار آن بر موقع میاز منطق تصم یدرک روشن و قابل فهم دیبلکه کاربران با کند؛ ینم تیکفا

به سطح  ،یفن یرا از سطح افشاگر تیشفاف ر،یتفس نی(. اEDPB, 2020: 4خود داشته باشند ) یشخص

 (.Wachter & Mittelstadt ,2018: 497) دهد یارتقا م یمشارکت معنادار حقوق

و تصویب  2021در سال  3مصنوعی اتحادیه اروپاقانون هوش  سینو شیانتشار پ ،یبلند بعد گام

بود. این قانون، نخستین چارچوب جامع تقنینی در جهان است که کاربردهای هوش  2023آن در 

4سطوح خطرمصنوعی را بر پایه 
مقرر کرده است  یهر سطح، الزامات متناسب یو برابندی کرده  طبقه 

(European Commission, 2021: 5 در سطح  .)«مانند عدالت،  ییها ، که شامل حوزه«بالا سکیر

را  رانهیگ از الزامات سخت یا مجموعه هیاتحاد شود، یو سلامت م یاستخدام، آموزش، خدمات عموم

 (:AI Act, 2023, Art. 6–7کرده است ) ینیب شیپ

 (.AI Act, 2023, Art. 60) هیاتحاد تیشفاف گاهیدر پا تمیالگور یثبت عموم

 (.AI Act, 2023, Art. 54مستقل ) یتوسط نهادها یا و دوره ینیشیپ یزیبه مم الزام

 (.AI Act, 2023, Art. 13کاربران ) یبه زبان قابل فهم برا م،یتصم یریپذ حیبه توض الزام

 (.AI Act, 2023, Art. 14بر اشخاص دارد ) یکه آثار حقوق یا در هر مرحله یعنصر انسان یاجبار حضور

کند  یریگ میتصم« مشروع یانسان ندهینما»بدون  تواند ینم گرید تمیقانون، الگور نیقالب ا در

(Floridi, 2014: 9اتحاد .)خروج  یبرا یهیتوج ند،یفرآ یکه خودکارساز کند یاعلام م یروشن اروپا به هی

                                                 
1. EDPB 

2. FRA 

3. AI Act 

4. Risk-Based Approach 
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 دیبا تیمشروع یرهاسازوکا شود، یم تر دهیچیپ یبلکه برعکس، هرچه فناور ست؛ین تیاز نظام مشروع

 (.European Commission, 2021: 11شوند ) تر افتهی و ساخت تر قیدق تر، دهیچیپ

 هیاتحاد یمرزها تیریهوشمند در مد یها به سامانه توان یراستا، م نیدر ا یعمل یها جمله نمونه از

ستفاده قرار گرفت، اما پس مورد ا ییگو و پاسخ تیکامل از الزامات شفاف یرویاشاره کرد که در ابتدا بدون پ

 ،یریپذ حیتوض یوکارهامتوقف شد تا ساز ،یحقوق یها یو بررس یحقوق بشر ینهادها یها از اعتراض

 (.Privacy International, 2019: 2شود ) تیدر آن تقو ضیو عدم تبع یانسان ییآزما یراست

را  یتمیالگور یاز حکمران یدیمدل جد 2و واچر 1فلوریدی از منظر نظری نیز، پژوهشگرانی همچون

که  کنند یم دیاز حقوق، بلکه درون آن مهار شود. آنان تأک رونینه ب یاند که در آن، فناور کرده شنهادیپ

و نظارت  تیبر کرامت، شفاف یمبتن ندیبلکه در فرآ ،ییگرا جهینه در نت تیمحور، مشروع در عصر داده

از  یمنطق، مدل خاص نیا رشیبا پذ قاًیاروپا، دق هید(. اتحاWachter et al., 2017: 81) ردیگ یشکل م

بلکه  ،یدموکراس انینه پا یکه در آن، فناور یکرده است؛ مدل شنهادیمحور را پ حقوق تالیجیدولت د

 (.Floridi, 2014: 10آزمون آن است )

، که در آن یحقوق ینظم جادیا یدانست برا یتلاش دیاروپا را با هیتجربه اتحاد ،یبند در جمع

و  یانسان یبازنگر ت،یشامل شفاف تیبا سه رکن مشروع یتنها در صورت همراه ینیماش یریگ میتصم

نظم، نه فاعل مستقل، بلکه  نیدر ا تم،ی(. الگورAI Act, 2023, Recital 14کرامت، قابل تحمل است )

خودکار، هرچند  م،یگرفته شود، تصم دهینظم ناد نیاست. هر جا ا یحقوق بخش تیتابع نظم مشروع

 نهینهاد یروشن اصل را به نیا گر،ید یاز هر نظام حقوق شیب دیاروپا، شا هیخواهد بود. اتحاد رمشروعیغ

 باشد. یهوشمندتر از فناور دیکرده است: حقوق با

 یدر نظام حقوق یتمیالگور یادار ماتیتصم یحقوق تیمشروع یشناس بیآس  .5

 ها ستهیو با ها یها، کاست : تعارضرانیا

تنها در  که دولت نه ابدی یمعنا م یزمان یادار ماتیتصم تیمشروع تال،یجید یحکمران نینو یها هینظر در

 ییگو و پاسخ یریپذ (، مشارکت600: 13۹8 ،یروزیو ف نی)پرو تیچارچوب قانون، بلکه در افق شفاف

از  یریگ با بهره گرا یحت یریگ میساختار تصم ،یچارچوب نیدهد. در چن ادیخود بن ماتیبه تصم یساختار

حقوق  تیشود که رعا یطراح یا گونه به دیبا رد،یمحور شکل گ داده یهوشمند و ابزارها یها سامانه

                                                 
1. Luciano Floridi 

2. Sandra Wachter 

 [
 D

ow
nl

oa
de

d 
fr

om
 q

ja
l.s

m
tc

.a
c.

ir
 o

n 
20

26
-0

1-
29

 ]
 

                            17 / 27

https://qjal.smtc.ac.ir/article-1-1470-fa.html


 44فصلنامه حقوق اداری، سال دوازدهم، شماره    44

در  رانیا ینظام حقوق حال، نیگردد. با ا نیبر آن تضم یشهروندان و امکان اعمال نظارت عموم نیادیبن

 یادار یندهایفرآ یوشمندسازه ودولت  یساز یتالیجید ریدر مس ییها اگرچه گام ،یکنون تیوضع

خودکار نشده است.  یریگ میتصم یبه معنا «یتمیدولت الگور» ی برداشته است، هنوز وارد مرحله

 ،یاتیسامانه مال ایمجوزها، سامانه جامع تجارت  یدرگاه مل ان،یرانیرفاه ا گاهیهمچون پا ییها سامانه

و  لیها را تحل داده یعنی کنند؛ یعمل م( Decision-Support Systems) اری میدر سطح تصم شتریب

در  یحت همه، نی. با اشود یاتخاذ م یهمچنان توسط مقام انسان یینها میاما تصم دهند، یارائه م شنهادیپ

 میتصم رایمحور کاملاً برجاست؛ ز داده ماتیتصم یحقوق تیپرسش از مشروع زین خودکار مهیسطحِ ن نیا

 یبرا یاست و راه مؤثر خبر یاست که شهروند از آن ب یتمیالگور ای یدر عمل، تابع منطق آمار یانسان

 کرد. لیتحل یا هیو رو یساختار ،یدر سه سطح هنجار توان یرا م تیوضع نیندارد. ا یبازنگر ایاعتراض 

 یدر مواجهه با هوش مصنوع تیمشروع یمفهوم قیو تعل یهنجار یناهماهنگ. 1-5

 یادار

 یها در دستگاه یاطلاعات و هوشمندساز یناظر بر توسعه فناور یمتعدداسناد  ریاخ یها سال یط اگرچه

اند از جمله آیین نامه توسعه و گسترش کاربری فناوری اطلاعات و ارتباطات )مصوب  شده بیتصو ییاجرا

ششم توسعه  مهقانون برنا 67( و ماده 1403) رانیا یاسلام یجمهور یهوش مصنوع ی(، سند مل13۹4

 یها سامانه تیحدود مداخله و مسئول گاه،یجا نییتب یمند برا آور و نظام رچوب الزامچا چیاما هنوز ه

 یکشور دچار نوع یاز ساختار ادار یبخش جه،یوجود ندارد. در نت یادار ماتیمحور در تصم داده

را  میتصم تیداده، مشروع ای تمیکه صرف استفاده از الگور یا گونه شده است؛ به یصور ییگرا یفناور

 ای یقانون، کرامت انسان تیچون حاکم یحقوق عموم نیادیبا اصول بن یوندیپ آنکه یب رد،یگ یروض ممف

 OECDچون یدیاسناد کل ،یالملل نیدر سطح ب که یحق اعتراض شهروندان برقرار کند. در حال

Principles on AI (2019)  وEU Ethics Guidelines for Trustworthy AI  بر سه محور

حدود  فیهنوز در تعر رانیا ینیدارند، نظام تقن دیتأک یانسان یو امکان بازنگر یریپذ حیوضت ت،یشفاف

 محور سکوت دارد. داده ماتیتصم تیمشروع

 هوشمند یها نهادها و سامانه یحقوق تیمسئول میدر تنظ ینیخلأ تقن .2-5

آزاد به  ینتشار و دسترس( و قانون ا1402 ی)اصلاح یعدالت ادار وانیموجود، از جمله قانون د نیقوان

اما نسبت به اقتضائات  اند، ییگو و پاسخ تیاصول ناظر بر شفاف ی( واجد برخ1387) اطلاعات

امکان  یعدالت ادار وانیقانون د 12و  10مختلف مواد  یسکوت دارند. بندها یادار یارهای میتصم
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 یانسان ماتیتصم انیم یزیتما کی چیه یاند، ول کرده ینیب شیرا پ یو مصوبات ادار ماتیاز تصم تیشکا

 ای یابهام در مدل محاسبات ،یتمیالگور یبه خطا یدگیاند و نحوه رس محور قائل نشده داده ماتیو تصم

 یها جامع حفاظت از داده قانون ابیدر غ گر،ید ی.  از سوکنند یرا روشن نم یابیقابل ارز لیفقدان دلا

 یها تمیآنان در الگور یها روشن به افراد، از داده یرسان بدون اطلاع توانند یم یادار ینهادها ،یشخص

 یاست، بلکه امکان نظارت حقوق یتنها ناقض اصل کرامت انسان که نه یتیاستفاده کنند؛ وضع اری میتصم

 تیو رعا ییگو پاسخ ت،یمانند شفاف یهرچند بر اصول یمصنوعهوش  ی. سند ملبرد یم انیاز م زیمؤثر را ن

 ؛ینیاست و نه تقن یاستیس یسند ،یحقوق گاهیدارد، اما از منظر ضمانت اجرا و جا دیحقوق کاربران تأک

 را ندارد. یآور ادار اصول به قواعد الزام نیا لیتوان تبد رو، نیازا

 یادار یریپذ امکان اعتراض شیپاسخگو و فرسا یضعف نهادها  .3-5

و تمرکزگرا  یمراتب سلسله یهنوز بر الگو ،یساز میتصم یانیم یها هیدر لا ژهیو به ران،یا یادار ساختار

که عموماً با منطق  ییها و سامانه کیالکترون مهین یندهایبا فرا بیدر ترک ،یژگیو نیاستوار است. ا

شده است. اگرچه  ییگو پاسخ یسازوکارها فیاند، موجب تضع شده یمحور طراح و نه حقوق کیتکنوکرات

 یها و توسعه سامانه یگسترش دولت هوشمند، عدالت ادار( بر 1403) شرفتیقانون برنامه هفتم پ

همراه  تیتحقق مشروع یلازم برا یحقوق یها اهداف هنوز با ضمانت نیکرده، اما ا دیتأک یکیالکترون

و  یانسان یحق بازنگر م،یتصم لیدلا انیالزام به ب شدن، دهیحق شن ابیدر غ گر،یعبارت د اند. به نشده

 است. افتهی لیمنفعلانه تقل یکنش شهروند در برابر دولت به کنش ار،ی میمنطق تصم یافشا

 هوشمند اتیبه شکا یدگیرس اتیاز مقتض یعدالت ادار وانیساختار د یدور  .4-5

است، اما  یادار یدادرس یکارآمد یمهم در ارتقا ی( گام1402) یعدالت ادار وانیقانون د اصلاحات

ها، از سازمان  از دستگاه یاریکه بس یطیا سکوت دارد. در شراه بر سامانه یمبتن ماتیهنوز نسبت به تصم

 یمحور برا داده یها هوپرورش، از سامان و آموزش یتا وزارت تعاون، کار و رفاه اجتماع یاجتماع نیتأم

 یشکل یبتواند علاوه بر بررس یعدالت ادار وانیلازم است د کنند، یاستفاده م یبند رتبه ای یابیارز

صورت،  نیا ریداشته باشد. در غ یدسترس زین« اثرگذار یها داده»و  «یتمیطق الگورمن»به  م،یتصم

همچنان بر فرضِ  ،یدادرس نییآ یفعل ار. ساخترود یم انیاز م میتصم تیبر مشروع یامکان نظارت ماهو

 .«یریپذ حیتوض ازمندیمحور ن داده میتصم»است، نه بر  یمبتن« قابل استدلال یانسان میتصم»
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 یساز میتصم یها و الگوها بر داده یفقدان نظارت عموم. 5-5

 EU Annual Digital)مانند  یجهان تالیجید یمحور که در اسناد حکمران داده ییگو پاسخ اصل

Governance Report, 2023 ) رانیشده است، در ا یهوشمند معرف ماتیتصم تیمشروع یعنوان مبنا 

 یها تمیکنترل الگور ،یادار یها داده تیفیک یابیارز یبرا ینهاد مستقل چینشده است. ه نهیهنوز نهاد

 یمانند اعتبارسنج ییها سامانه  وجود ندارد. تجربه تالیجید یندهایبر فرا ینظارت عموم ای اری میتصم

و  یرسم حیصادره اغلب فاقد توض ماتیتصم دهد ینشان م انیرانیرفاه ا گاهیپا ایمعلمان، سجام بورس 

 انیدر مرز م رانیا یحقوق نظام جه،یاعتراض ندارند. در نت یمؤثر برا یشهروندان راه اند و روشن لیدلا

فناورانه،  یمتوقف مانده است. با وجود گسترش ابزارها« محور داده یحکمران»و  «کیدولت الکترون»

 ییگو پاسخ یبرا یساختار مستقل چینشده و ه فیمحور تعر داده میهنوز حقوق شهروند در برابر تصم

 فناورانه شکل نگرفته است. ماتیبه تصم یادار

 تیشفاف»و  «یانسان یبازنگر» ،«میحق دانستن منطق تصم»، «حق اعتراض مؤثر»که  یزمان تا

از  توان ینم ابد،یکشور استقرار ن یدر ساختار حقوق عموم یو نهاد یصورت الزام قانون به« محور داده

و  تیشفاف ابیهوشمند، در غ یگفت. حکمرانسخن  تالیجید یادار ماتیتصم یحقوق تیمشروع

فناورانه  ضیو تبع یاعتماد یب ساز نهیزم تواند یبلکه م انجامد، ینم یتنها به عدالت ادار نه ،یریپذ تیلمسئو

 شود.

 یادار ماتیتصم یحقوق تیمشروع نیتضم یبرا یشنهادیپ یراهکارها .6

 رانیدر ا یتمیالگور

 یاز راهکارها یا مجموعه شده، ییشناسا یها یها و کاست ب با چالشنوشتار، متناس نیبخش ا نیواپس در

 یمحور در نظام حقوق عموم داده یادار ماتیتصم تیمشروع یارتقا یبرا یو فرهنگ ینهاد ،ینیتقن

هنوز در  رانیاند که دولت ا فرض شکل گرفته نیا یبر مبنا شنهادهایپ نی. اشود یم شنهادیپ رانیا

 اری میها در سطح تصم قرار دارد و اغلب سامانه« محور دولت داده»به  «کیت الکتروندول»گذار از  ی مرحله

 .یینها ی رندهیگ مینه تصم کنند، یم تیفعال

 یخودکار ادار ماتیتصم نهیمقررات خاص در زم نیتدو  .1-6

 التیجیدر دولت د تیخلأ مشروع نیتر محور، مهم داده ماتیمشخص درباره تصم یچارچوب قانون فقدان

 فیتعر میمستق یبا آثار حقوق یا دهیعنوان پد را به «یتمیقدرت الگور» گاهیگذار هنوز جا است. قانون
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اند.  مستثنا مانده ییوگ و سازوکار پاسخ یها از نظارت عموم از سامانه یناش ماتیتصم رو، نینکرده و ازا

به  یموجود، مقررات نیقوان اصلاح قیاز طر ای یقانون جامع ادار حهیضرورت دارد که در چارچوب لا

همچون  یدیکل میمفاه فیضمن تعر دیمقررات با نی. اابدیمحور اختصاص  داده ماتیتصم میتنظ

 نییحاکم بر آن را تع نیادیبن صولا ،«یتیحاکم تمیالگور»و  «اری میسامانه تصم» ،«خودکار مهین میتصم»

 نی. امیدر برابر تصم یمقام ادار یریپذ تیو مسئول یانسان یقابل اعتراض بودن، بازنگر ت،یکند: شفاف

جامع  حهیدر لا یدیباب جد ایدر قالب فصل  دیصورت قانون مجزا وضع شوند، بلکه با به دیقواعد نبا

 شود. ظحف یادغام گردند تا انسجام نظام ادار یادار

 یتمیالگور یساز میمنطق تصم یبه افشا یالزام قانون .2-6

1«پذیری توضیح»اصل 
ان مشروعیت در تصمیمات الگوریتمی است. در ایران، نه تنها الزامی برای از ارک 

ای که بر نتایج اداری  بلکه شهروندان غالباً از سازوکارهای داده سازی وجود ندارد، افشای منطق تصمیم

ای بنابراین لازم است در مقررات هر دستگاه اجرایی، الزام صریح به افش. اند اطلاع بی ،گذارند تأثیر می

ها، نقش  دهی شاخص سازی گنجانده شود. این الزام باید شامل متغیرهای اثرگذار، وزن منطق تصمیم

نفع باید حق داشته  علاوه، هر شخص ذی به .های خام، میزان مداخله انسانی، و مسیر بازنگری باشد داده

از خروجی عددی یا  باشد از دولت بخواهد توضیح قابل فهم از تصمیم دریافت کند؛ توضیحی که فراتر

پیام سامانه باشد و منطق تصمیم را روشن سازد. تنها از این مسیر است که رابطه قدرت به رابطه 

 .شود وگو بدل می گفت

 ینیماش ماتیتصم ییشناسا یبرا یعدالت ادار وانید یدادرس نییاصلاح آ .3-6

که در  رنده شکل گرفته است. درحالیگی نظام دادرسی اداری فعلی، بر پایه فرض وجود مقام انسانی تصمیم

گیرد، اما فاقد امضا یا مستند  های هوشمند مبنای تصمیم نهایی قرار می بسیاری از موارد، خروجی سامانه

بازنگری شود تا تصمیمات  رسمی است. برای رفع این تعارض، آیین دادرسی دیوان عدالت اداری باید

دیوان باید اختیار داشته . اداری قابل شکایت محسوب شوندمحور فاقد امضا نیز در حکم تصمیمات  داده

های مورد استفاده و مدل پردازشی  باشد از دستگاه صادرکننده، توضیحات فنی درباره منطق تصمیم، داده

تشکیل هیئت مشاور الگوریتمی متشکل از متخصصان حقوق، داده و آمار در کنار قضات  را مطالبه کند.

                                                 
1. Explainability 
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برای تحلیل فنی این تصمیمات را فراهم کند. چنین اصلاحی، اقتدار قضایی را به تواند ابزار لازم  می

 .گرداند که در حال حاضر تحت سلطه ابهام فنی قرار گرفته است ای بازمی حوزه

 یتمیالگور تینهاد مستقل نظارت بر عدالت و شفاف سیتأس .4-6

شود؛  نها با ابزارهای قضایی محقق نمیگویی فناورانه ت دهد که پاسخ های پیشرو نشان می تجربه نظام

بلکه نیازمند نهادهای مستقل و چندتخصصی است که وظیفه ارزیابی، هشدار و نظارت پیشینی را برعهده 

گیرند. ایجاد نهادی مستقل با صلاحیت ارزیابی، صدور گواهی انطباق و دریافت شکایات عمومی، 

را تکمیل کند. این مرکز باید بر اصول استقلال، شفافیت، گری در این حوزه  تنظیم  تواند حلقه مفقوده می

، پایگاه رفاه ایرانیانچون همهایی  گویی عمومی استوار باشد و سامانه همکاری با قوه قضاییه و پاسخ

 .را زیر پوشش نظارت خود قرار دهد درگاه ملی مجوزهاو سامانه مالیات 

 یو آموزش کارمندان دولت تالیجیدر دولت د یمنشور کرامت انسان نیتدو .5-6

رسد. مشروعیت حقوقی در دولت  هیچ اصلاح نهادی بدون تغییر در فرهنگ سازمانی دولت به نتیجه نمی

نحوه درک قدرت از سوی بدنه اجرایی است.   گذاری باشد، نتیجه که محصول قانون دیجیتال، پیش از آن

خواهی  که به حق اعتراض یا توضیح بدون آنکند،  وچرا اجرا می چون کارمندی که خروجی سامانه را بی

منشور کرامت دیجیتال در »تدوین . شود شهروند آگاه باشد، خود به عامل نقض کرامت انسانی بدل می

سازی این فرهنگ باشد؛ منشوری که بر حق دانستن، حق  تواند گام راهبردی در نهادینه می« حکومت

های تخصصی  جیتال تأکید دارد. در کنار آن، آموزششدن در فضای دی پرسش، حق اعتراض و حق شنیده

برای مدیران و کارکنان دولت باید اجباری شود تا اصول کرامت و « حقوق عمومی دیجیتال»در زمینه 

 .گویی در بطن اجرا نهادینه گردد پاسخ
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 گیری نتیجه

سبت میان اقتدار دولت و تصمیم اداری، در منظومه حقوق عمومی، نه صرفاً اقدامی فنی، بلکه بازتابی از ن

یابد.  پذیری و امکان اعتراض مشروعیت می منزلت فرد است؛ نسبتی که تنها در پرتو شفافیت، مسئولیت

محور به فرایندهای اداری، این نسبت کلاسیک را دگرگون کرده است. تصمیمات  های داده ورود فناوری

یار  های تصمیم ه در تعامل میان انسان و سامانهشوند، بلک دست مأموران انسانی اتخاذ نمی دیگر صرفاً به

توانند مرز میان قدرت مشروع  گیرند؛ تعاملاتی که در صورت فقدان چارچوب حقوقی روشن، می شکل می

 .چهره را مخدوش سازند و اقتدار بی

های پیشرو، تلاش بر آن بوده است که اقتدار  تحلیل نظری و تطبیقی مقاله نشان داد که در نظام

سازی  اورانه در درون نظم حقوقی مهار شود، نه در بیرون از آن. فرانسه با الزام افشای منطق تصمیمفن

محور و اتحادیه اروپا با الگوی خطرمحور در  الگوریتمی، آلمان با تداوم نظارت انسانی بر تصمیمات داده

ت حقوقی توازن برقرار اند تا میان کارآمدی فناورانه و مشروعی قانون هوش مصنوعی، هر یک کوشیده

سازند که مشروعیت، حتی در عرصه فناوری، نه از دقت محاسباتی، بلکه از  ها آشکار می کنند. این تجربه

 .گیرد پذیری سرچشمه می پذیری و اعتراض قابلیت فهم، نظارت

محور  در تحلیل وضعیت ایران روشن شد که نظام حقوقی کشور هنوز نسبت روشنی با اقتدار داده

در حالی تصمیمات سامانه مالیات یا  درگاه ملی مجوزها، پایگاه رفاه ایرانیانهایی مانند  افته است. سامانهنی

ها یا  سازی منطق آن کنند که هیچ الزام قانونی برای شفاف پراثر بر زندگی شهروندان را تولید می

وان عدالت اداری نیز، به سبب کردن امکان اعتراض مؤثر وجود ندارد. نهادهای نظارتی از جمله دی فراهم

گیری عمومی  سان، میدان تصمیم اند. بدین فقدان مقررات خاص، در ورود ماهوی به این تصمیمات ناتوان

که سازوکارهای  آن ای قرار گرفته، بی در معرض انتقال تدریجی از اراده انسانی به سازوکارهای داده

 .دگویی متناسب با آن بازتعریف شو مشروعیت و پاسخ

محور تنها زمانی حفظ  دهد که مشروعیت حقوقی در دولت داده های مقاله نشان می بر این مبنا، یافته

شود که تصمیمات الگوریتمی در چارچوب حقوق عمومی، با سه رکن بنیادین شفافیت، بازنگری  می

از مهار حقوقی غیبت این ارکان، خطر خروج بخشی از اقتدار اداری  د.انسانی و کرامت فردی تنظیم شون

 .ی دور، بلکه در تصمیمات روزمره اداری قابل مشاهده است را در پی دارد؛ خطری که نه در آینده

 آیین اصلاح محور، داده تصمیمات برای خاص مقررات تدوین ازشده در مقاله  راهکارهای ارائه

 کرامت منشور تدوین تا فناورانه، عدالت بر نظارت مستقل نهاد تأسیس اداری، عدالت دیوان دادرسی
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وگو، توضیح و  د که حتی در عصر داده، تصمیم عمومی باید در معرض گفتان آن بر مجموع در دیجیتال

 .شود گویی به شهروندان ناشی می مشروعیت، در نهایت، نه از الگوریتم بلکه از پاسخ د.اعتراض باقی بمان

بیند و  دولتی که می .گردد بدل می« دولت خاموش»وگو تهی شود، به  دولت دیجیتال، اگر از گفت

دهد. هدف این مقاله آن بود که این خاموشی را از منظر حقوق  شنود و توضیح نمی سنجد، اما نمی می

مشروعیت در دولت دیجیتال، در گرو پیوند دوباره میان   عمومی واکاوی کند و نشان دهد که آینده

وگوی میان جامعه حقوقی،  ازمند تداوم گفتعقلانیت فنی و کرامت انسانی است. این مسیر، نی

گذاران و مهندسان فناوری است تا از دل آن، الگویی بومی برای مشروعیت در حکمرانی دیجیتال  سیاست

 .ایران پدید آید
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